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Preface

The International Conference on Asian Digital Libraries (ICADL) is an annual
international forum for participants to exchange research results, innovative ideas, and
state-of-the-art developments in digital libraries. Built upon the successes of the first
four ICADL conferences, the 5th ICADL Conference in Singapore was aimed at
further strengthening the position of ICADL as a premier digital library conference
that draws high quality papers and presentations from all around the world, while
meeting the needs and interests of digital library communities in the Asia-Pacific
region.

The theme of the conference, “Digital Libraries: People, Knowledge &
Technology,” reflects the shared belief of the organizers that success in the
development and implementation of digital libraries lies in the achievement of three
key areas: the richness and depth of content to meet the needs of the communities
they intend to serve; the technologies that are employed to build user-centered
environments through organization, interaction, and provision of access to that
content; and the human elements of management policies, maintenance, and vision
necessary to keep pace with new content, new technologies, and changing user needs.

For the first time, ICADL was jointly held in conjunction with the 3rd
International Conference on Web Information Systems Engineering (WISE) that
focuses on Web-related database technologies. To promote interaction between
ICADL and WISE participants, the two conferences shared a common opening
ceremony and two joint keynote addresses. ICADL 2002 also included 4 tutorials, 1
keynote address, 6 invited talks, and 54 research paper presentations in 12 parallel
sessions. These sessions, ranging from Digital Libraries for Community Building,
Information Retrieval Techniques, and Human Computer Interfaces, to Digital
Library Services, directly reflect and support the theme of the conference.

A record number of 110 regular and 60 short papers were submitted to the
conference from researchers and practitioners from 29 countries. Another record
registered by ICADL 2002 was the formation of a 72-member program committee
composed of well-known digital library researchers from Pacific Asia, USA, and
Europe. The large program committee was motivated by the need for ICADL to reach
out to more people and to ensure good-quality paper submissions. Additional
reviewers were also enlisted to assist in the review process. The reviewing process
was managed by the ConfMan Conference Management Software, developed and
supported by the University of Oslo, Brandenburg Technical University of Cottbus,
and Darmstadt University of Technology. Thirty-four regular papers, 20 short papers,
and 16 poster papers were accepted by the program committee.
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VI Preface

On behalf of the Organizing and Program Committees of ICADL 2002, we thank
all authors for their submissions and preparation of camera-ready copies of papers,
and all delegates for their participation in the conference. We also acknowledge our
sponsors, the Conference Support Committee, and all others for their strong support
and generous help in making the conference a success. We hope that the conference
will continue to grow from strength to strength as it travels to different host countries
in Asia, and will continue to provide a forum for the stimulating exchange of ideas to
enable us to build future digital libraries that surpass anything we currently can

envision.
November 2002 Schubert Foo
Ee-Peng Lim
Hsinchun Chen
Edward Fox
Shalini Urs

Thanos Costantino
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Challenges in Building Digital Libraries for the
21" Century

Christine L. Borgman

Professor & Presidential Chair in Information Studies
Dept of Information Studies
235 GSE&IS Bldg, Box 951520
University of California, Los Angeles
Los Angeles, CA 90095-1520
cborgman@ucla.edu
http://is.gseis.ucla.edu/cborgman/

Abstract. After a decade of research and development, digital libraries are be-
coming operational systems and services. This paper summarizes some of the
challenges required for that transition. Digital libraries as systems are converg-
ing with digital libraries as institutions, particularly as we consider the service
aspects. They are enabling technologies for applications such as classroom in-
struction, information retrieval, and electronic commerce. Because usability de-
pends heavily upon context, research on uses and users of digital libraries needs
to be conducted in a wide array of environments. Interoperability and scaling
continue to be major issues, but the problems are better understood. While
technical work on interoperability and scaling continues, institutional collabo-
ration is an emerging focus. Concerns for an information infrastructure to sup-
port digital libraries is moving toward the concept of “cyberinfrastructure,” now
that distributed networks are widely deployed and access is becoming ubiqui-
tous. Appropriate evaluation methods and metrics are requirements for sustain-
able digital libraries that have received little attention until recently. We need
to know what works and in what contexts. Evaluation has many aspects and
can address a variety of goals, such as usability, maintainability,
interoperability, scalability, and economic viability. Lastly, two areas that have
received considerable discussion elsewhere are noted -- digital preservation and
the role of information institutions such as libraries and archives.

1 Introduction

We now have about a decade’s experience in the research and development of digital
libraries, and that experience builds upon several decades of prior research on infor-
mation storage and retrieval systems. Digital libraries are beginning to move from re-
search to practice, and from prototypes to operational systems. It is time to turn proj-
ects into programs [15].

Building operational systems and services is much different than conducting re-
search and development. As Dan Greenstein commented, “In computer science, if it
works, it’s not research.” [15] Moving to operational systems and services will re-
quire addressing a host of challenges. These challenges are not necessarily new.

E.-P. Lim et al. (Eds.): ICADL 2002, LNCS 2555, pp. 1-13, 2002.
© Springer-Verlag Berlin Heidelberg 2002
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2 C.L. Borgman

Rather, some appear simpler and some appear more complex than a decade ago. In
the interim, the community has learned more about the nature of digital libraries, their
uses, their users, and the technical and institutional requirements for their support.
Here I revisit the evolving definitions of digital libraries; the relationship between
uses, users, and usability; interoperability and scaling; information infrastructure; and
evaluation; and touch upon known problems such as digital preservation and the role
of libraries as institutions.

2 What Are Digital Libraries?

First, what are these entities that we propose to turn into operational systems and
services? I examined the proliferating definitions of the term “digital library” several
years ago in an article [4] and later extended the discussion in a book [5]. Initially,
the computer science community was focused on digital libraries as new forms of in-
formation retrieval systems that were distributed and that usually contained media in
multiple formats (text, numeric, audio, and visual) rather than text alone. The library
community considered digital libraries to be a new form of information institution,
with staff and long-term responsibility for maintaining digital collections. In the in-
terim, these perspectives have converged toward a hybrid view of digital libraries that
has both technical and institutional components. However, “digital library” remains a
contested term, meaning different things to different groups. The two-part definition
established in [7] continues to be useful:

1. Digital libraries are a set of electronic resources and associated technical capabili-
ties for creating, searching, and using information. In this sense, they are an exten-
sion and enhancement of information storage and retrieval systems that manipulate
digital data in any medium (text, image, sound; static or dynamic images) and exist
in distributed networks. The content of digital libraries includes data, metadata that
describe various aspects of the data (e.g., representation, creator, owner, reproduc-
tion rights), and metadata that consist of links or relationships to other data or
metadata, whether internal or external to the digital library.

2. Digital libraries are constructed—collected and organized—by [and for] a commu-
nity of users, and their functional capabilities support the information needs and
uses of that community. They are a component of communities in which individu-
als and groups interact with each other, using data, information, and knowledge re-
sources and systems. In this sense they are an extension, enhancement, and inte-
gration of a variety of information institutions as physical places where resources
are selected, collected, organized, preserved, and accessed in support of a user
community. These information institutions include, among others, libraries, muse-
ums, archives, and schools, but digital libraries also extend and serve other com-
munity settings, including classrooms, offices, laboratories, homes, and public
spaces.

Several aspects of this definition are important in considering the shift from digital
library research to practice. One aspect is a broad conceptualization of library “col-
lections.” The notion of collection is problematic when libraries provide access to re-
sources that they do not own. Another aspect is that digital libraries encompass the
full information life cycle: capturing information at the time of creation, making it ac-
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cessible, maintaining and preserving it in forms useful to the user community, and
sometimes disposing of information. With physical collections, users discover and
retrieve content of interest; their use of that material is independent of library systems
and services. With digital collections, users may retrieve, manipulate, and contribute
content. Thus users are dependent upon the functions and services provided by digital
libraries; work practices may become more tightly coupled to system capabilities [6].

3 Uses, Users, and Usability

Building a sustainable digital library presumes that the systems and services meet the
needs of some user community. This is not a simple presumption, however. We need
a much better understanding of who the users of these systems are and what use they
make of them. Digital libraries support specific activities in specific contexts — schol-
arship, classroom instruction, distance learning, digital asset management, virtual mu-
seums, and so on. Usability must be considered in the context of specific uses and us-
ers.

We are now building digital libraries for a generation of users that has grown up
with MTV, mobile phones, computer games, email, and the World Wide Web. To-
day’s entering college students learned to search for information on Google — not in
card catalogs. They are more likely to learn biology by “dissecting” virtual frogs than
by watching filmstrips. They write their term papers on computers connected (with or
without wires) to the Internet, where they can look up references and read current
journal articles without setting foot in a traditional library. Many continue to use
physical libraries, but they expect their libraries to provide a rich mixture of physical
and digital collections. We need to consider a new generation of users, with experi-
ences and expectations different than those on whom the first generations of online
catalogs, information retrieval systems and digital libraries were tested.

Although today’s scholars learned their craft in a world of print publications, print
indexes, and card catalogs, most are taking full advantage of new information tech-
nologies that have emerged over the course of their careers. They are retrieving,
reading, and writing electronic publications, and are sharing their research results via
distributed, networked information systems. In the future, researchers will have yet
more facilities to share data, more means to utilize tools from distributed sources to
analyze those data, and more opportunities to collaborate across national and discipli-
nary boundaries [2]. At the same time, print publication continues unabated, and will
continue to complement electronic sources of information for the foreseeable future.

To move toward operational systems and services, more research is needed on
digital library uses and users, and this work needs to be conducted in many different
environments. Two short case studies offer examples of usability research that is
contributing to the goal of sustainable digital libraries.

3.1 Undergraduate Students and Faculty in Geography: The ADEPT Project

Exploratory research on uses and users of digital libraries is best accomplished via
large, long term, collaborative ventures. We found this opportunity in the Alexandria
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Digital Earth ProtoType Project (ADEPT), a five-year effort (1999-2004)! involving
scholars of geography, computer science, psychology, and information studies. Our
concern in the Education and Evaluation component of ADEPT? is the efficacy of
geographical digital libraries for undergraduate instruction. Despite the policy jugger-
naut to place computers in classrooms, the effectiveness of technology-based instruc-
tion to improve learning is far from proven. Digital libraries have great potential to
enrich learning by providing access to new forms of content. They also can support
independent, guided, or collaborative learning [9,28,29].

Geography is a fruitful area of study, because the discipline depends heavily on
primary source data such as observations from satellites and sensor networks. Many
geographers gather and analyze these dynamic data for their research, yet students
typically learn about geography from static, processed forms of data such as text-
books, slides, maps, and displays on overhead projectors. If students can use and ma-
nipulate the primary source data available to scholars, they may learn to “think like
scientists” and to develop a much richer understanding of geographic concepts.

We began the project by identifying the users and uses of ADEPT. The system
will serve faculty members in their role as instructors to gather and organize geo-
spatial resources for instruction and in their role as researchers to gather, manipulate,
and display geo-spatial data. Teaching assistants will use ADEPT to assist faculty
members in assembling lectures, to reinforce concepts in laboratory sessions, and to
assist students in performing interactive course assignments’. Students will attend
lectures and laboratory sessions that incorporate ADEPT resources and will use
ADEPT modules to manipulate geo-spatial data and to learn scientific concepts. This
project is among the first to go beyond studies of searching to look at multiple uses of
digital libraries, including creating and using new information resources.

A central concern of our research is whether scientific learning is taking place. We
are applying theories of mental model to study students’ comprehension of the digital
library and of the geography modules for course instruction [5]. Our team members in
psychology are leading this part of the effort*. Another guiding principle is that of
least effort on the part of our users [14]. We assume that students (and probably fac-
ulty members) will spend no more than 30 minutes learning to use the ADEPT tech-
nology. The technology should be a minimal barrier to learning the scientific con-
cepts that are being conveyed.

The second central concern of our research is building a technology that instructors
will want to use. No matter how useful and usable ADEPT may be from a techno-
logical perspective, it must offer sufficient advantages over present practices for uni-
versity faculty members to choose to employ it in their teaching. Thus we are inter-
viewing faculty about their motivations and requirements for implementing
information technology in their teaching, and then conducting iterative assessments of

Funded by the U.S. National Science Foundation, Digital Libraries Initiative, Phase II, grant
no. 11S-9817432, Terence R. Smith, University of California, Santa Barbara, Principal Inves-
tigator.

The current members of the ADEPT Education and Evaluation team are Christine Borgman,
Anne Gilliland-Swetland, Gregory Leazer, Laura Smart, Rich Gazan, Kelli Millwood, and
Jason Finley at UCLA; and Richard Mayer, Rachel Nilsson, and Tricia Mautone at UCSB.
Results of a study of the role of teaching assistants in geography, by Rich Gazan et al, will be
available in early 2003.

4 Richard Mayer, Rachel Nilsson, and Tricia Mautone at UCSB.
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prototypes in their classrooms. We are also studying their teaching styles, to deter-
mine what behaviors are common to multiple instructors of the same course and what
styles are unique. We are observing classrooms to identify instructors’ use of con-
cepts and the relationships among those concepts. These observations provide a basis
to determine requirements for metadata and for functionality of the ADEPT digital li-
brary.

A complementary thread of our research is studying the information-seeking be-
havior of geographers in support of their teaching and research. While the scholarly
activities of university faculty have been studied extensively [21], surprisingly little
research has been done on how faculty locate information resources for their teaching.
We are currently analyzing these data and expect to report on them in early 2003.

3.2 High School Students in Biology and Physics: The CENS Project

We are pursuing research questions similar to those of ADEPT, but with different
content and different populations, as part of the Center for Embedded Networked
Systems (CENS), a new National Science Foundation Science and Technology Center
based at UCLA (http://www.cens.ucla.edu). Our role in CENS? is to deploy scientific
data in school classrooms, grades 7-12 (ages 12-18), studying course design and in-
quiry-based student learning. CENS consists of research teams at multiple universi-
ties, in multiple disciplines, who are embedding sensor networks to gather data for bi-
ology, physics, environmental sciences, seismology, and other applications.

Some aspects of the uses, users, and usability of information systems in CENS are
less difficult to study than in ADEPT and some aspects are more difficult. Studying
the uses is somewhat easier because course design follows educational standards es-
tablished by the State of California. Thus the requirements for educational content
are relatively well understood. However, inquiry-based learning is a new approach
that is far more difficult to implement than textbook-based instruction. Students are
given the opportunity to construct and carry out experiments, and these experiments
may be longitudinal, extending far beyond a single class period. Teachers must design
an environment in which students can explore and in which answers may be ambigu-
ous. The challenge here is providing primary source data to support inquiry learning.

The aspect of CENS that will be even more difficult than in ADEPT is that we
must support streaming data, rather than data that has been processed and organized
into manageable packets such as documents. Digital library technology should help
us to manage these data and to provide content and services to this diverse scientific
community. An important sub-project of CENS is to assess how researchers will
gather and use these data, what standards for data and metadata are required, and how
these data can be organized for use by CENS scholars and by high school students®.
The use and re-use of scientific data for multiple audiences that have a diverse range
of domain knowledge (e.g., scholars and high school students) is one of the great

> The education and evaluation team of CENS initially consists of Christine Borgman, UCLA
Information Studies; William Sandoval, UCLA Education; Kathy Griffis, biology teacher at
Buckley School; and Joe Wise, physics teacher at New Roads School.

¢ The data management research project of CENS is led by Kalpana Shankar, UCLA Informa-
tion Studies.
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challenges for digital library research. Data management decisions made early in the
project will determine what questions can be asked, how the content can be searched,
how it can be displayed, and what types of longitudinal data analysis will be possible.

4 Interoperability and Scaling

By the mid-1990s, interoperability and scaling were identified as key challenges for
achieving sustainable digital libraries [19]. Clifford Lynch and Hector Garcia-Molina
recently revisited the issues raised in that report, in a talk to the principal investigators
of currently funded digital library projects [20]. They concluded that, for the most
part, the report identified the right set of issues, although not as much progress has
been made in the intervening 7 years as predicted. Design has been less user-centered
than expected, and sustainability is farther from being achieved than hoped. While
they did foresee the problems of digital preservation, they did not anticipate the rapid
commercialization of digital libraries nor the changes in U.S. copyright law that
would create new barriers to interoperability. Metadata was thought to be the key to
interoperability, but it has turned out not to be a magic bullet. The community’s as-
sessments assumed high quality data — clean and honest — as is generally the case with
library resources. They did not anticipate the large amount of self-published content,
mis-represented data, spam, and deliberately incorrect metadata (such as the trashed
music files distributed online to complicate music retrieval) that now exists. Scaling is
at least as large a challenge as anticipated, with the growth of large video collections
such as those of the Survivors of the Shoah Visual History Foundation
(http://www.vhf.org).

The theme of interoperability is again high on the digital library agenda. Arms et
al. [1] revisited the range of issues in interoperability and it was the topic of the Digi-
tal Library Federation Forum in May, 2002 [12]. Besser [3] and Greenstein [15] ad-
dress needs for modular architectures and interoperability protocols. Progress is be-
ing made in these areas, such as METS (metadata encoding and transmission
standard) (http://www.loc.gov/standards/mets/), OAIS (Open Archival Information
System), and OAI (Open Archives Initiative) (http://www.openarchives.org) [18].
Besser [3] explores the various types of metadata that will contribute to
interoperability.

What is new since the mid-1990s is an emphasis on interoperability as institutional
cooperation. Technical connections between systems are much easier to achieve if
they are based upon agreements that organizations will work together for common
goals. Libraries are now working toward consensus on how-to guides, best practices,
and benchmarks for data, metadata and digital library services. These activities are
essential to move digital library services fully into the library’s mainstream [10,15].
More technical efforts such as the OAI will enable users to search across multiple
digital libraries provided by one organization (e.g., their institution’s library) or mul-
tiple organizations.
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5 Infrastructure for Digital Libraries

Delivering digital library services requires an infrastructure at the local (e.g., univer-
sity), national, and international level. Visions for future information infrastructures -
- distributed computing, grids, collaboratories, e-science — suggest a rich environment
of content, computing, services, tools, and institutional structures. Key goals of the
U.S.-based Cyberinfrastructure proposal include educating the next generation of sci-
entists with the best technologies and tools, to enable broader participation in national
and international collaborations [2].

How do we get from here to there, and where do digital libraries fit in? First, some
definitions of these fuzzy terms. The Cyberinfrastructure report defines IT-based in-
frastructure as “a set of functions, capabilities, and/or services that make it easier,
quicker, and less expensive to develop, provision, and operate a relatively broad range
of applications. This can include facilities, software, tools, documentation, and asso-
ciated human support organizations.” [2] Digital libraries are an essential component
of the content management requirements for IT-based infrastructure [2].

Greenstein [15] offers the example of the University of California’s (UC) infra-
structure for digital libraries, whose goal is the construction of a persistent research
collection available to the entire UC community irrespective of location. This infra-
structure includes a union bibliographic catalog, a shared approach to bibliographic
cataloging, a “buying club” for commercial e-content, guidelines and tools for content
creators, shared print repositories, digital archival repositories, and an array of end-
user services such as document delivery and subject portals. The UC expects this in-
frastructure to lower the cost of high-quality, locally tailored, online library service
environments.

Infrastructure can be defined more broadly as a social and technical construct. The
eight dimensions identified by Star and Ruhleder [26] are still a useful framework: An
infrastructure is embedded in other structures, social arrangements, and technologies.
It is transparent, in that it invisibly supports tasks. Its reach or scope may be spatial
or temporal, in that it reaches beyond a single event or a single site of practice. Infra-
structure is learned as part of membership of an organization or group. It is linked
with conventions of practice of day-to-day work. Infrastructure is the embodiment of
standards, so that other tools and infrastructures can interconnect in a standardized
way. It builds upon an installed base, inheriting both strengths and limitations from
that base. And infrastructure becomes visible upon breakdown, in that we are most
aware of it when it fails to work—when the server is down, the electrical power grid
fails, or the highway bridge collapses.

The advantage for digital libraries of the broader definition of infrastructure is that
the social context is acknowledged. Digital libraries are not an end in themselves;
rather they are enabling technologies for other applications such as delivering intel-
lectual content to students and teachers (as in the ADEPT and CENS projects de-
scribed earlier) and electronic publishing. As universities develop advanced informa-
tion infrastructures, digital libraries may facilitate profound changes in the way
teaching, learning, and scholarship are conducted. Digital libraries can support learn-
ing that occurs in other than “same time / same place” instruction because they sup-
port asynchronous interaction (available at anytime) over distributed networks (acces-
sible from any place with a network connection).
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Rather than students having to visit a library or laboratory in person to use instruc-
tional materials, often competing for one or a few copies (or a limited number of labo-
ratory work stations), one digital document can be accessible to multiple students at
multiple places at all times. Documents that are independent in physical form can be
interdependent in digital form, hyper-linked. Students and instructors can follow
paths between documents linked by citations, common terms, formats, or other rela-
tionships. Links can be generated automatically or created manually by instructors
and students. The scope of linking is not limited to materials gathered for one course.
Links can be followed from one digital library to another, following paths to materials
in many countries, cultures, and languages. Students can incorporate still and moving
images, sounds, animated models, and other digital resources into their work. Far
richer and more complex products can be produced, and they can be tailored to the
subject matter of the product. Chemistry projects can include animated models of
chemical bonding and dance projects can include films of dancers and animated cho-
reography, for example. One of the greatest values of digital libraries may be in pro-
viding access to primary source content. The same “real” data used by scholars in
their research can be made available to students — a primary goal of both the ADEPT
and CENS projects.

6 Evaluation of Digital Library Systems and Services

If digital libraries are to become sustainable systems and services, we must continu-
ally evaluate their quality with respect to goals such as usability, maintainability,
interoperability, scalability, and economic viability. Evaluation studies also can pro-
vide strategic guidance for the design and deployment of future systems, and assist in
determining whether digital libraries address the appropriate social, cultural, and eco-
nomic problems. Consistent evaluation methods will enable comparison between
systems and services.

Despite the advances in digital library technology, we have insufficient under-
standing of their utility for most applications, and we lack appropriate evaluation
methods, metrics, and testbeds for determining their effectiveness relative to various
benchmarks. A recent European Union - U.S. workshop (which included Asian par-
ticipation) addressed the need for evaluation methods and metrics for digital libraries
(http://www.sztaki.hu/conferences/deval/presentations.html).

Evaluation is a general term that includes various aspects of performance meas-
urement and assessment. Activities can include laboratory experiments; regional, na-
tional, and international surveys or quasi-experiments; time-series analyses; online
monitoring of user-system interactions; and other forms of data collection. Evalua-
tion has a long history in fields such as education, communication, health, and crimi-
nal justice. The effectiveness of interventions such as new teaching methods, man-
agement practices, and policy can be assessed [8,24]. In computer science, systems
are benchmarked for various aspects of performance. Quantitative measures are typi-
cally specific to applications, such as recall and precision measures in information re-
trieval. In human-computer interaction, measures include time to learn, error rates,
efficiency, memorability, and satisfaction [22,25].

Evaluation methods should meet accepted norms for scientific rigor in the domain
of study. In the social sciences, methods should be valid (be a “true” measurement of
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the quality or concept under study) and reliable (the same measure should achieve the
same result at multiple times). Kirk and Miller [17] offer succinct definitions of these
concepts:

e Reliability: the extent to which the same observational procedure in the same
context yields the same information.

e Validity: The quality of fit between an observation and the basis on which it is
made.

At least four types of evaluation are relevant to digital libraries:

1. Formative evaluation begins at the initial stages of a development project to estab-
lish baselines on current operations, set goals, and determine desired outcomes.
Such evaluation is usually driven by context and project-specific goals.

2. Summative evaluation takes place at the end of a project to determine if the in-
tended goals were met. Goals and outcomes must be compared to initial states, so
formative evaluation generally precedes summative evaluation.

3. Iterative evaluation takes place during a project, such as during the design and de-
velopment of a digital library. Interim stages of design are assessed in comparison
to design goals and desired outcomes, and the results inform the next stages of de-
sign. Iterative approaches encourage designers to set measurable goals at the be-
ginning of a project and provide opportunities to re-assess goals throughout the de-
velopment process.

4. Comparative evaluation requires standardized measures that can be compared
across systems. Communities can identify and validate measures. If such meas-
ures are implemented in a consistent manner, they enable comparisons between
systems. Testbeds are another way to compare measures and to compare perform-
ance of different functions and algorithms.

7 Further Challenges

The challenges for sustainable digital libraries identified thus far in this paper are the
need to understand uses, users and usability; interoperability and scaling; infrastruc-
ture; and evaluation. These are daunting tasks in themselves. Other challenges de-
serve mention but are discussed extensively elsewhere. Two of the most salient are
(1) digital preservation, and (2) the role of information institutions such as libraries
and archives.

7.1 Digital Preservation

Preservation is a growing problem for digital libraries. Given the rate of advances in
information technology, maintaining content in a continuously viable form is a major
challenge. Most paper documents can be set on a shelf and remain readable for centu-
ries, under proper storage conditions. Magnetic media (computer disks; audio, video,
and data tapes; etc.) must be copied every few years to maintain the readability of
content, and must be stored properly to ensure long-term readability [16]. Even if the
medium remains viable, finding devices to read older formats is problematic. Already
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it is difficult to locate operational devices to read media that were widely distributed
only a few years ago, such as 5.25” floppy disks or 33-1/3 rpm phonograph records.
Devices to read 8” floppy disks, 78 rpm records, Betamax videotapes, and reel-to-reel
film are even harder to find. Drives for 3.5” disks already have ceased to be a stan-
dard feature of new computers, thus reading these disks will soon be difficult.

Even if the media are readable, finding hardware with the necessary operating sys-
tems and application software to read older files can be impractical. Unless files are
transferred to the subsequent generation of hardware and software quickly, it is un-
likely they ever will be read again. All of the proposed data preservation strategies
require active efforts to maintain the data in a readable form, rather than the passive
strategies of putting a book on a shelf or a microfilm in a storage vault. Thus when
universities create digital libraries, they commit themselves to recurring expenses of
maintaining electronic content. Digital preservation is a flourishing research area and
one of great import for the use of digital libraries in higher education [11,16,27].

7.2 Role of Information Institutions

Much of the investment (labor and capital) for building digital library systems and
services will be the responsibility of libraries and archives. Libraries are institutions
that select, collect, organize, conserve, preserve, and provide access to information.
Archives perform many of the same functions, but tend to focus on “evidence” rather
than on “information” and often have legal requirements for selection and retention of
documents [13].

Paradoxically, the massive efforts that libraries and archives devote to digital li-
braries and information infrastructure are often invisible to their users. People who
claim that they never go to the library anymore because everything they need is online
are missing the fact that the library has come to them. The invisibility is partly due to
the successes of the institution. Good library design means that people can find what
they need, when they need it, in a form they want it. Good design is less obvious than
bad design, and thus libraries risk being victims of their own success.

Another component is the invisible content and costs of libraries. Many users are
simply unaware of the expense of acquiring and managing information resources or
the amount of value added by libraries and librarians. Considerable professional time
and vast amounts of paraprofessional and clerical time are devoted to the processes of
selecting, collecting, organizing, preserving, and conserving materials so that they are
available for access. The selection process requires a continuing dialog with the user
community to determine current needs, continuous scanning of available resources,
and judicious application of financial resources. Once selected, the items are col-
lected, whether in physical form or by acquiring access rights. This process, which
requires negotiation with publishers and others who hold the rights to desired items,
sometimes takes months or years, depending on the materials and the rights. As new
items are acquired, metadata are created to describe their form, content, and relation-
ship to other items in the collection. Once in the collection, resources must be pre-
served and conserved to ensure continuous availability over time. The invisibility of
information work was identified long ago [23], but the implications of this invisibility
are only now becoming widely apparent.
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The role of information institutions in providing sustainable digital library systems
and services are addressed in [5]”. Research questions that address these issues are
explored further in [6].

8 Summary and Conclusions

Digital library research has matured to a phase where systems and services are be-
coming operational. The transition from research to practice brings many new chal-
lenges, some of which we are only now beginning to understand. Indeed, many of the
challenges in deploying sustainable digital libraries will themselves require extensive
research. Digital libraries are much larger in scale and function than the information
retrieval systems that preceded them. They support not only searching, but also the
creation, use, and archival storage of information in various formats (text, numeric,
audio, visual, and combinations thereof). Digital libraries as systems are converging
with digital libraries as institutions, particularly as we consider the service aspects.

Digital libraries are not an end in themselves; rather, they are enabling technolo-
gies. They may be a means to provide primary source data for scholarship and in-
struction, to publish documents in electronic form, or to support electronic commerce,
for example. Because usability depends heavily upon context, research on uses and
users of digital libraries needs to be conducted in a wide array of applications. We
need a better understanding of what is common across contexts and what is distinct, if
we are to achieve sustainable digital libraries.

Interoperability and scaling, another set of topics that emerged in the early days of
digital library research, are now better understood. Less progress has been made
since the mid-1990s than expected, partly due to unanticipated barriers to
interoperability such as new copyright laws, and partly because the problem appears
even more complex than was known at the time. While technical work on
interoperability and scaling continues, institutional collaboration is an emerging fo-
cus.

Infrastructure is another challenge that was recognized early on. In this area, focus
has shifted from computational power to a broader conceptualization of the require-
ments for computing and communications. Distributed, networked information sys-
tems are now widely deployed and access is becoming ubiquitous, at least for re-
search purposes. = The modern research university can now consider their
“cyberinfrastructure” requirements for teaching and research. Entire nations, such as
the U.S., are considering their cyberinfrastructure requirements.

Appropriate evaluation methods and metrics are a requirement for sustainable
digital libraries that have received little attention until recently. We need to know
what works and in what contexts. Evaluation has many aspects and can address a va-
riety of goals, such as usability, maintainability, interoperability, scalability, and eco-
nomic viability. International collaboration on evaluation methods and metrics for
digital libraries are under way.

Lastly, two areas that have received considerable attention were noted. These are
digital preservation and the role of information institutions such as libraries and ar-
chives. We will not achieve sustainability without substantial progress on these fronts.

7 See especially Chapter 7, “Wither, or whither, libraries?”
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While much work remains, the good news is that the challenges are being recog-
nized and that research is being pursued in each of the areas identified. Further, most
of the research toward sustainable digital libraries is based on the premise that digital
libraries cross international and cultural boundaries. Research teams must collaborate
without regard to artificial barriers if we are to achieve the goal of sustainable digital
library systems and services.
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Abstract. Digital libraries (DLs) promote a sharing culture among those who
contribute and those who use resources. This same approach works when
building Open Digital Libraries (ODLs). Leveraging the intellectual and practi-
cal investment made in the Open Archives Initiative through an eXtended Pro-
tocol for Metadata Harvesting (XPMH), one can build lightweight protocols to
tie together key components that together make up the core of a DL. DL devel-
opers in various settings have learned how to apply this framework in a few
hours. The ODL approach has been effective with the Computer Science
Teaching Center (www.cstc.org), the Networked Digital Library of Theses and
Dissertations (www.ndltd.org), and AmericanSouth.org. Hence, to support our
Computing and Information Technology Interactive Digital Educational Library
(www.citidel.org) and to provide a generic capability for other parts of the US
National Science, technology, engineering, and mathematics education Digital
Library (www.nsdl.org), we are developing a “DL-in-a-box” toolkit. When
lightweight protocols, pools of components, and open standard reference models
are combined carefully, as suggested in the OCKHAM discussions, both the DL
user and developer communities can benefit from the principle of sharing.

1 Introduction

“Digital libraries” has many definitions and can be viewed from many perspectives [4,
13, 14]. Here we consider it as referring, in different contexts, to two related modern
constructs. The first has been called a digital library service system (DLSS, see [6]); it
typically is a large, monolithic software package. The second, a type of institution,
which is the target of the 5S framework [11], integrates at least: community, services,
and content, supported by a DL system. In this paper we focus on the former case,
though we are fully aware that the second approach is essential if the DL field to be-
come a science [17].

Our focus is on supporting the large number of people — in libraries, documentation
centers, computing centers, and research centers — who deal with the first construct on
the way to satisfying requirements implicit in the second type of construct. They face
serious problems, so a thoughtful approach is essential.

1.1 Problem

However, instead of building upon the work of others, most DL developers continue to
“reinvent the wheel”. Why? Here are some of the top reasons given:

E.-P. Lim et al. (Eds.): ICADL 2002, LNCS 2555, pp. 14-24, 2002.
© Springer-Verlag Berlin Heidelberg 2002
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1. The library budget won’t allow purchase of a commercial DL system.
2. Unless the development effort is local, there won’t be any control.
3. DLs are extensions of DBMSs, so they are simple applications to develop.
4. Since DLs operate on the Web, one must adopt the newest W3C proposal.
5. Since technology moves so quickly, it is essential to follow the latest fad.

6. CS students always develop from scratch.
7. This team knows it can do it better.
8. This system must have more capabilities than any other system.
9. This DL has to be more flexible and extensible.
10. This is the right system architecture — at last!

Note: Lest we be accused of falling prey to the last myth above, it bears stating that
our goal is not to develop the best architecture, but rather one that really is simple and
easy to use.

1.2 Approach

Simplicity is the driving principle in our approach. This is reflected in our involve-
ment in the OCKHAM initiative [18, 20, 21] as is discussed further in Section 5 be-
low. It is exemplified by our building upon the work of the Open Archives Initiative
[24, 28, 37], with its emphasis on low barriers to entry and support of interoperability.

Interoperability is a key goal in the field of DLs [29]. It has led to many investiga-
tions of DL architecture. Thus, at Stanford, the InfoBus is the mechanism (building on
CORBA) that allows modules to function cooperatively [1]. On the other hand, at the
University of Michigan, an agent approach was employed [2].

Since many DLs are built as distributed systems, the parts of such DLs must be able
to communicate with each other. Further, since many DLs are in reality federations of
independent DLs, these separate systems must speak a common protocol. Clearly we
see that a simple protocol must be an essential element of our approach.

In Section 2 we explain that approach: building Open Digital Libraries. To make
the idea concrete, we consider in Section 3 its application in the National Science
Digital Library (NSDL). Section 4 gives additional examples of ODL’s adoption and
use in other applications. Then, Section 5 explains how ODL fits into the OCKHAM
activities, while Section 6 concludes this paper.

2 Open Digital Libraries

In [38] we sketched the key ideas of the Open Digital Libraries (ODL) approach, and
invited the DL community to comment as well as work with us. We set up a web site
to provide current information about the freely available software we have been de-
veloping, along with related documentation and publications [39]. The following sub-
sections summarize the key ideas.
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2.1 Definition

The ODL approach calls for lightweight protocols that allow DL development to pro-
ceed simply by interconnecting components. Because of the success of the Open
Archives Initiative [28], we build upon the OAI Protocol for Metadata Harvesting
(PMH, see [41]). In this regard, we adopt a 2 step approach [35].

First, we developed a new protocol that is an extended form of PMH: XOAI-PMH.
Since this was undertaken when PMH was at version 1, we were able to argue for
these extensions, and some were incorporated in PMH version 2. The other extensions
aimed to support general component-component communication inside a DL. In par-
ticular, these allow:

e Response-level containers
e  Submission (using PutRecord)
e Ignoring the requirement to support DC (inside the DL)

Second, we developed specialized versions of XOAI-PMH for particular types of
components. Examples include:

e Annotate (with PutRecord to add annotations for items whose ID is sup-
plied using the set parameter)

e Browse (with the set parameter encoding the categories and sort order)

e Rate (with a metadata record encapsulating numerical rating and item ID)

e Search (with the keyword list, query language, and bounds for range of
returned results all encoded in the set parameter)

Building on this 2 step approach of protocol extension, we then were able to de-
velop components that satisfied these protocols, and thus allowed key DL functionality
to emerge, as is explained in the next subsection.

2.2 Components

From our perspective [14], DLs can be thought of as powerful, high-end information
systems that integrate a variety of multimedia, database, information retrieval, and
human-computer interface technologies. They encompass creation, discovery, re-
trieval, and use of information. They support electronic publishing and content man-
agement [22]. Thus, a broad range of basic components are needed, and it is essential
that they can be composed so that larger and larger systems can be developed. This is
possible since an ODL component can be either an OAI data provider, and OAI serv-
ice provider, or both.

Figures 1-3 illustrate both some of the components developed, and their composi-
tion to build a variety of digital libraries. In Figure 1 we see that a small group of
individuals, each with a set of suitable XML files, can easily make these available as
an OAI data provider. In addition, they can become an OAI service provider, sup-
porting both searching and browsing. All together, this can be thought of as a basic
DL.

Figure 2 illustrates a more complex DL. There is one new type of output supported,
by a “what’s new” service provider. And there are 3 more types of input. One supports
harvesting from open archives. The second allows submission of content, such as by
authors or data entry personnel. The third, developed by our partners at NCSA, turns a
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relational database management system into an OAI data provider, which can be fil-
tered first to ensure that only selected information is passed on.

Finally, Figure 3 illustrates fairly rich services. Composition also is illustrated, such
as where IRDB-2 supports searching of annotations. Further, both the Recommend
and Rate components can be accessed by a single service provider / interface.

For real-life DLs, however, even more complex systems may be needed. Sections
3 and 4 illustrate this point by way of exploring a variety of DL applications.

As As
Metadata / Metadata
Search Browse
Service IRDB DBBrowse Service
Provider Search Browse Provider
Engine Engine
I DBUnion Archive Merger Component I
Harvest from J| data providers

XML File XML File XML File
Data Data Data
Provider 1 Provider 2 Provider 3
XML File XML File XML File
Collection 1 Collection 2 Collection 3

Fig. 1. Simple DL built from 4 basic types of components.

As What's New As Metadata Search As Metadata Browse
Seriice Provider Service Provider Service Provider
What'’s IRDB DBBrowse

New Search Browse

Engine Engine Engine

N

XML File DBUnion Archive Merger Component
Coll. & Data
Provider 1

Harvest from J| data providers

XML File
Coll. & Data
Provider 2

XML File
Coll. & Data OAI-PMH Submit OAIB (NCSA:
Provider 3 Data Provider Archive from RDBMS)

Fig. 2. Intermediate DL built using 9 types of components.
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As What's As Metadata As Metadata As Recommend  As Annotation
New Service  Search Service  Browse Service & Rate Service  Search Service
Provider Provider Provider Provider Provider

What's IRDB-1 DBBrowse Recommend IRDB-2
New Search Browse Fate Search

i Engine Engine Engine
Engine g Engine

N

XML File DBUnion Archive Merger Component
Coll. & Data
Provider 1

Annotation
Engine

XML File Harvest from Jj data providers

Coll. & Data

Provider 2

XML File

Coll. & Data OAI-PMH Submit OAIB (NCSA:
Provider 3 Data Provider Archive from RDBMS)

Fig. 3. More complex DL built using 12 types of components.

3 NSDL Applications

One of the largest DL activities currently underway is the National STEM education
Digital Library — NSDL for short [31]. Sometimes, for simplicity, “STEM”, which
stands for Science, Technology, Engineering and Mathematics (replacing the old
form, SMET), is expressed as “Science”.

NSDL has 4 tracks. One deals with the Core Integration efforts. A second involves
support for key Collections. The third focuses on Services. The fourth, and smallest,
involves specialized Research, including evaluation.

By the end of 2002, when an initial version of NSDL will be open for first large-
scale testing and deployment, there should be about 90 projects that the US NSF is
supporting, in the 4 above mentioned tracks. Clearly, interoperability is essential, so
there is widespread use of OAI by the Core Integration and Collection projects. How-
ever, while metadata can be harvested easily from a wide variety of sources, integrat-
ing a diversity of separately developed services is not planned for 2002.

Fortunately, ODL has been tried in a number of educational settings [8]. We be-
lieve that it can be effective with regard to integrating both collections and services, as
is explained in the next subsections.

3.1 CITIDEL
Virginia Tech has primary responsibility for the CITIDEL part of NSDL [9]. This

Collection project covers the topical areas of computing and information technology.
Figure 4 explains both collection and services that are under development.
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| EDUCATORS | | LEARNERS | | ADMINISTRATORS | PORTALS

|

| Filtering | | Annotating

Multilingual
Searching

Browsing

SERVICES

| Revising | | Administering

REPOSITORIES

Union Metadata, Filtering Profiles User Profiles

OAI OAI
Data Data
Provider Harvester

Remote and Peer Digital Libraries (eg. NSDL -CIS)

Fig. 4. CITIDEL schematic from original proposal showing collections and services.

Many of the requirements for CITIDEL can be met using existing ODL components,
at least for an initial prototype. But when CITIDEL has a union collection with on the
order of a million records, and becomes widely used by undergraduate and graduate
students, as well as teachers/trainers and other learners (both younger, in public
schools) and older (some as lifelong learners), performance may become an issue.
Consequently, one of the research activities being explored with regard to ODL is the
matter of performance.

Based in part on this experience with CITIDEL, we are working, along with NCSA,
on a project awarded to University of Florida, in the NSDL Services track, as is ex-
plained in the next subsection.

3.2 DL-in-a-Box

As is explained in Section 1.1, the tendency in NSDL is for each newly funded project
to start from scratch in developing software. Consequently, there is a real opportunity
to reduce overall costs if new projects can instead begin with a basic but extensible
digital library. Our web site for such a digital library in a box [26] aims to support
such an approach. We are working to provide additional documentation of compo-
nents and subsystems (compositions of components), as well as to develop additional
components. We are open to requirements statements from others, comments on en-
hancements and extensions, and will provide full support as funding permits. We hope
that gradually others will provide components as well, both those engaged in other
NSDL activities, as well as those working on other projects, such as the ones dis-
cussed in the next section.
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4 Other Applications

Digital libraries can be used in many application domains, and can extend traditional
approaches [13]. In the subsections below we explore four other types of applications.

41 CSTC

The Computer Science Teaching Center [23] has been one of our test domains for DL
development over the last 4 years. It covers the full spectrum of services from author
submission to support of end-user searching and browsing. In addition, it supports peer
review and editorial control, along with notification through email to editors and re-
viewers. Further, thanks to support from ACM, CSTC is connected with the ACM
Journal of Educational Resources in Computing [5]. This means that submissions to
CSTC may be considered for JERIC, and then may appear there if editorial concerns
are all addressed. This interconnection is further complicated in that both CSTC and
JERIC are collections that are part of CITIDEL, in each case with both their metadata
and the full text covered. Fortunately, ODL allows modular development, so parts of
CSTC have been replaced by components (e.g., Browse) while the rest of the system
has stayed as-is. Clearly such incremental testing and development, and such flexible
interconnection, bode well for ODL being deployed in legacy contexts as well as in
new situations. A similar situation is considered in the next subsection too.

4.2 NDLTD

The Networked Digital Library of Theses and Dissertations, NDLTD [10], which
supports graduate education [8], also has benefited from the ODL approach. This is
fortunate, since NDLTD aims to support change [12] and hence must remain agile.
The plan in NDLTD is for as many members as possible to become OAI data provid-
ers, so metadata can be easily harvested. Already, harvesting into a union catalog [36]
occurs, and a set of services is provided (i.e., browse, recent, and search) [33, 34]. In
addition, the union catalog feeds into the Virtua DL system developed by VTLS, Inc.
Thus, we have services provided both through ODL and through a commercially
available monolithic DL — allowing us to undertake scientific comparisons over the
next year.

4.3 AmericanSouth.org

While Virginia Tech has lead responsibility in CITIDEL and NDLTD, it only provides
technical assistance in the AmericanSouth.org effort, which is led by Emory Univer-
sity [19]. Thus, this activity demonstrates that others can deploy ODL. While we pro-
vide assistance, a number of universities around the Southeast, that are willing to em-
ploy OAI to make available metadata about local history and culture, can use compo-
nents to build up their local services as well as their support for interoperability. Fur-
ther, this effort has in part led to the OCKHAM effort, discussed in the next section.
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4.4 Classes

To demonstrate further that ODL can be deployed easily, it was explained to learners,
in several class and tutorial settings. These included at library and digital library con-
ferences, as well as in the Virginia Tech course “Information Storage and Retrieval”,
wherein almost 70 students (in 2 sections, so that each student could work on their
own computer):

e Learned about OAI and ODL

e Installed components on their computer

e Configured the components

e Ran the set of components as a small DL,

It is clear that all this can take place in less than 3 hours, and that students can both
learn a great deal and gain confidence in their understanding of DL practice. But for
students focused in this area, it is helpful to set this in a broader context, as explained
in the next section.

S OCKHAM

In the summer of 2002, the Open Community Knowledge Hypermedia Applications &
Metadata initiative was launched. A web site was developed [18], and discussion pro-
ceeded through a listserv [20]. The concept was disseminated at ECDL’2002 [21] and
was well received; feedback suggests that further meetings will gain support.
There are four main ideas:
1.  Components
2. Lightweight protocols
3. Open reference models
4. Community perspective and involvement
The first two have already been discussed above, and are the basis for ODL. The
other points are explained in the next two subsections.

5.1 Open Reference Models

While it is clear that components and lightweight protocols are helpful when building
DLs, more is needed. In the case of the applications discussed above, the context and
assumed general architecture / reference model has been well understood. However,
this is not always the case! Fortunately, however, the library and information science
world has invested considerable time in preparing open reference models [3, 7, 15, 16,
25, 27, 30, 40]. Of particular interest are architectures like DNER, meetings and work
encouraged by UKOLN, and efforts related to the archival community. In short, it is
important that development of components and lightweight protocols takes place in a
suitable framework, where modularity has been carefully thought through.
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5.2 Community Perspective and Effort

Such frameworks, however, are in turn based on community activity. Thus, funda-
mentally, OCKHAM depends on efforts to achieve consensus by a group with a com-
mon aim. Only with a unified perspective can a community develop a reference
model that in turn allows efficient and effective development of components and pro-
tocols. Fortunately, in cases such as NSDL and NDLTD, years of discussion and
prototyping have led to clear understanding by a broad community.

6 Conclusion

As explained above, when the right conditions exist, it is possible to build DLs easily.
We argue for the ODL approach, with components and lightweight protocols. Those
work best when there is an open reference model, which has arisen to reflect commu-
nity perspective, and where community effort helps carry the project forward. Yet, we
live in a world where other forces also apply. In some cases we have existing subsys-
tems. Thus, for example, in some cases we may want to simply achieve inter-
operability at the level of interconnecting DL and information visualization systems
[42, 43]. Or, we may need to build upon a particular software infrastructure like Web
Services [42]. Such situations may occur, and yet the ODL approach may apply, as
long as key concepts, and the essential principle of simplicity, are carefully consid-
ered.
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Abstract. The Dublin Core metadata element set has been widely adopted by
cultural and scientific institutions, libraries, governments, and businesses to
describe resources for discovery on the Internet. This paper provides an
overview of its history and underlying principles and describes the activities of
Dublin Core Metadata Initiative (DCMI) as an organization.

1 Introduction

In the Web age, metadata is typically defined as “data about data” — a simple
definition that embraces a broad range of resources from library catalogues and
indexes to thesauri, ratings, reviews, terms and conditions for use. In the Internet,
metadata is designed for tasks ranging from resource description and discovery to
archiving, trading, content filtering, resource syndication, and information
management. This diversity of purpose reflects the variety of information resources
available on the Internet, which range from personal Web pages to huge portals for
government information, digital libraries, and shopping catalogues. Users of the
Internet range from small children to businesses and professionals.

From its origins in the mid-1990s, the Dublin Core has defined itself as a small set
of core descriptive attributes by which users can search for information across a broad
range of sources [1]. It was recognized from the outset that semantic interoperability
across domains implied conceptual simplicity, much in the manner of natural-
language pidgins, which use small vocabularies and simple grammars to enable rough
comprehension between speakers of different languages. As the Dublin Core became
adapted for specialized purposes, however, the focus shifted to methods for qualifying
and extending the core vocabulary, and to architectures for encoding Dublin Core
descriptions interoperably.

The first, thirteen-element Dublin Core was the result of a workshop held in
Dublin, Ohio in 1995, which had been planned as a result of a casual conversation at
the Chicago WWW conference in 1994. Since then a series of workshops and
conferences has built on this initial consensus, clarifying issues of architecture and
extensibility and broadening international participation.

Since the initial “classic” Dublin Core, which stabilized at fifteen elements in
1998, several implementation styles have emerged. “Simple Dublin Core” uses the
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fifteen elements in a very broad, generic manner. In addition to such simplicity, the
ability to use Dublin Core for more precise and detailed description was identified as
an important need. “Qualified Dublin Core”, therefore, uses additional terms to
specify the meaning of the Core elements within the context of specific domains.
Since such complexification seemed contrary to simplicity and interoperability among
different domains, the Dublin Core community embraced the notion of a modular
architecture and elaborated the so-called Dumb-Down Principle. A process model
(centered around a Usage Board that acts as an editorial body) is used to approve new
descriptive terms. The Dublin Core has evolved among participants who have
differing requirements but can integrate their needs through the approval of modular
extensions to the basic core.

2 Dublin Core Metadata Element Set (DCMES)

2.1 Simple Dublin Core and Qualified Dublin Core

“The Dublin Core” has been defined since 1998 as a set of fifteen elements for cross-
domain resource discovery. The set of elements is shown in Table 1. By design, any
of the fifteen elements is optional and repeatable. This set has been approved as an
international standard in Europe (CEN/ISSS CWA 13874) and a national standard in
the USA (ANSI/NISO Z39.85).

Table 1. The Fifteen Elements of “Simple Dublin Core”

Identifier Definition
Title A name given to the resource.
Creator An entity primarily responsible for making the content of the resource.
Subject The topic of the content of the resource.
Description An account of the content of the resource.
Publisher An entity responsible for making the resource available.
Contributor An entity responsible for making contributions to the content of the
resource.
Date A date associated with an event in the life cycle of the resource.
Type The nature or genre of the content of the resource.
Format The physical or digital manifestation of the resource.
Identifier An unambiguous reference to the resource within a given context.
Source A reference to a resource from which the present resource is derived.
Language A language of the intellectual content of the resource.
Relation A reference to a related resource.
Coverage The extent or scope of the content of the resource.
Rights Information about rights held in and over the resource.

The use of these fifteen elements for metadata records, with no additional
qualifiers, and with only plain-text strings as values, is known as “Simple Dublin
Core” [2].

“Qualified Dublin Core”, in contrast, uses the elements together with qualifiers that
increase the richness and precision of description [3][4]. Table 2 shows a list of
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qualifiers approved by DCMI as “recommended” qualifiers as of September 2002.
The approval process and status are explained in detail in section 3.4. Qualified DC
has two types of qualifiers — element refinement and encoding schemes. An element
refinement narrows the meaning of an associated element; for example, “Date
Created” is a more narrowly defined instance of Date, and an Abstract is seen as a
type of Description. An encoding scheme qualifier specifies a name of a vocabulary
or a name of data encoding scheme used in encoding of a value of its associated
element; for example, LCSH encoding scheme qualifier associated with Subject
element specifies that a value of the Subject element is expressed in terms of the
Library of Congress Subject Headings (LCSH). Qualified DC does not include
qualifiers to express components of a value, such as first and last names.

DCMES is a stable but not a closed set. DCMES evolves in accordance with
requirements to express resource properties and value-types which are not expressible
using existing ones. Table 2 includes a qualifier associated with Audience element,
which was approved in 2001. The definition of Audience element is “A class of entity
for whom the resource is intended or useful”. Audience element was originally
proposed by the working group on educational applications and approved as a
recommended element for the global community.

Table 2. DCMI Recommended Qualifiers

Element Element Refinement Encoding Scheme
Title Alternative
Subject LCSH, MeSH, DDC, LCC, UDC

Description | Table of Contents, Abstract
Created, Valid, Available, Issued,

Date Modified DCMI Period, W3C-DTF
Type DCMI Type Vocabulary
Format Extept
Medium IMT
Identifier URI
Source URI
Language ISO 639-2, RFC 1766, RFC 3066

Is Version Of, Has Version,
Is Replaced By, Replaces,
Is Required By, Requires,
Relation Is Part Of, Has Part, URI
Is Referenced By, References,

Is Format Of, Has Format, Conforms

To
Coverage |_SPatial DCMI Point, ISO 3166, DCMI Box, TGN
g Temporal DCMI Period, W3C-DTF

Audience Mediator

2.2 Encoding Dublin Core Metadata

DCMI provides documents describing three predominant encoding styles for Dublin
Core metadata. The oldest of these styles embeds Dublin Core descriptions in HTML
with special tags [5]. In the example below, META tags are used to hold the
descriptive elements and their values.
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<meta name="DC.Title”
content="Dublin Core Metadata Initiative Home Page”>
<meta name="DC.Language” content="en”>
<meta name="DC.Contributor”
content="Dublin Core Metadata Initiative”s>
<meta name="DC.Date” content="2001-01-16">
<meta name="DC.Format” content="text/html”>

In the HTML style, LANG attributes are used to indicate the language of metadata
values, as in the following example in German.

<meta name="DC.Title” lang="de”
content="Dublin-Core Metadata-Diskussionen”>

In XML encoding, element names appear in the tags with a prefix “dc”, which is
associated to a namespace [6].

<?xml version="1.0"7?>

<metadata
xmlns="http://example.org/myapp/"
xmlns:xsi="..." xsi:schemaLocation="..."

xmlns:dc="http://purl.org/dc/elements/1.1/">
<dc:title>UKOLN</dc:title>
<dc:description>UKOLN is a national focus of expertise
in digital information management...</dc:description>
<dc:publisher>UKOLN, University of Bath</dc:publishers>
<dc:identifiers>http://www.ukoln.ac.uk/</dc:identifier>
</metadata>

At its simplest, encodings in RDF (below) resemble the XML style above [7][8].
As detailed in the draft DCMI recommendations, however, metadata in RDF provides
conventional ways to embed diverse types of information into metadata without
compromising the Dumb-Down Principle.

<?xml version="1.0"?>
<rdf :RDF xmlns:rdf="http://www.w3.0rg/1999/02/22-rdf-syntax-ns#"
xmlns:dc="http://purl.org/dc/elements/1.1/">
<rdf :Description>
<dc:creators>Karl Mustermann</dc:creators
<dc:title>Algebra</dc:title>
<dc:subject>mathematics</dc:subject>
<dc:date>2000-01-23</dc:date>
<dc:language>EN</dc:language>
<dc:description>An introduction to algebra</dc:descriptions>
</rdf :Description>
</rdf :RDF>

3 Dublin Core Principles

DCMI is a forum for development of metadata standard for resource discovery across
domains and is opened to international and multilingual communities. Simplicity,
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extensibility and semantic interoperability are the fundamental technical
characteristics of the development of Dublin Core. This section discusses these key
concepts.

3.1 Warwick Framework — Basic Framework for Extensibility

Since the Internet is a very diversified environment, it is useless to assume that a
single metadata set will meet the needs of all domains and purposes. It is also
impractical to develop metadata sets application by application: the result would be
expensive and chaotic, and interoperability would be non-existent. On the other hand,
it is desirable for application developers to use established metadata schemas and
adopt them in accordance with local requirements. The Warwick Framework, a
conceptual model that resulted from the 2™ Workshop in 1996, gave an early
expression to the notion of metadata as modular components that may come from
more than one metadata schema [9]. In this model, a metadata instance is expressed as
a container which contains one or more packages, each of which is expressed in a
given metadata schema. The Resource Description Framework (RDF), the
development of which began in 1998, provided a practical realization of many of the
ideas of the Warwick Framework [10].

The Warwick Framework is important as a model for modular metadata on the
Internet. No single metadata schema is sufficient to all applications. Rather, it is
necessary to adopt appropriate elements from various schemas in accordance with the
functional requirements of an application. The role of Dublin Core in Warwick
Framework is to provide a core set of metadata elements for resource discovery in any
application domains. In other words, Dublin Core can work as a common schema to
find resources across many domains.

3.2 The Dumb-Down Principle as a Basis for Interoperability

The Dumb-Down principle gives a guideline for qualification. The Dumb-Down
principle suggests that a value of a qualified element has to be consistent as a value of
the element without any qualification. For example, assume the following qualified
values;

1. (Element Refinement) Date Accepted: “2002-12-117,

2. (Encoding Scheme) Language: “en” encoded in RFC 1766, and

3. (Value Structure) Creator: {name: “Sugimoto, Shigeo”, affiliation: “University

of Tsukuba”, contact: “sugimoto @slis.tsukuba.ac.jp”}

Then, assume that qualification in the above examples, Accepted, RFC 1766 and
the component names of the value structure (i.e., name, affiliation and contact) are
removed. The values of example 1 and 2, “2002-12-11” and “en” are consistent with
their elements after the removal. However, the value of example 3 {“Sugimoto,
Shigeo”, “University of Tsukuba”, ”sugimoto@slis.tsukuba.ac.jp”} causes problems
since the second and third values are not valid values of Creator.

Dumbing-down is a crucial function for metadata interoperability in the global
community; local communities can extend their schemas in accordance with their
requirements whereas they are also encouraged to keep their metadata interoperable
with other metadata communities.
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3.3 Application Profiles

Dublin Core Metadata defines the vocabulary of metadata, i.e., terms and their
meanings, but in general does not specify the encoding or syntax characteristics. An
exception is the feature included in Simple DC that is “Any of the 15 elements is
optional and repeatable.” Local applications, however, may have domain specific
requirements appropriate to a given domain or application:

- Title, Creator and Description might be mandated but others are optional,

- Use only Title, Creator, Description, Date and Language elements,

- Use the 15 elements of Simple DC and some elements from other metadata

sets such as the IEEE Learning Object Metadata, and so forth.

These requirements can be defined independently of the definition of vocabulary.
Description of this application specific syntactic feature is called an application
profile. Any application can have its own application profile, which specifies a set of
metadata vocabulary terms used in the application as well as syntactic or structural
features of the particular application. The vocabulary terms could be borrowed from
one or more source schemas. More importantly, the application profile could be used
to define a mapping between the application’s scheme to global scheme(s), which is
crucial for interoperability.

3.4 A Process Model for Maintaining the Standard

To remain relevant in a rapidly evolving Web environment, Dublin Core must be able
to grow and evolve in response to user needs. DCMI has therefore instituted a Usage
Board and a process model for reviewing proposals for expanding or clarifying the
standard. Primary among these functions is the review of proposals for new elements
and qualifiers (generically, “terms”). Requirements for new terms may originate in a
particular application community. DCMI working groups crystallize these
requirements both on mailing lists and in face-to-face meetings and formulate
proposals for presentation to the Usage Board.

The Usage Board evaluates such proposals for their conformance to architectural
and grammatical principles. This Dublin Core "grammar" includes a typology of
Elements, Element Refinements, and Encoding Schemes along with some general
principles, such as the axiom that the values of element refinements should be usable
as values of the element refined. Proposed elements and element refinements that
conform to Dublin Core principles are taken into the standard with the status of
conforming. To some proposed terms of proven usefulness for resource discovery
across domains the Board may assign the status of recommended. Proposals for
encoding schemes are reviewed for accuracy and given the status of registered.

Once approved, each new term is assigned a Uniform Resource Identifier using
one of the official namespace URIs maintained by DCMI. A “namespace policy”
defines limits within which the metadata terms maintained by DCMI can evolve or
change over time. According to this policy, editorial changes or updates are allowed,
but changes of semantics (meaning) are not; new semantics require the creation of
new element.
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The Usage Board has met twice in 2001 and once in 2002, defining formal review
processes, developing procedures for registering externally maintained encoding
schemes, and approving several proposals for new terms. Proposals which are not
approved are sent back to working groups with suggestions on how they might be
revised and resubmitted. The process has the feel of the review board for a scientific
journal or conference, where reviewers may actively engage with authors for the
common purpose of improving the end results.

The underlying motivation for the Usage Board is to provide a framework in which
metadata requirements that "bubble up" in particular implementation contexts can be
shared in wider circles and eventually be incorporated into a standard where they will
be declared in a persistent way and maintained in accordance with known principles.
This reflects the conviction that metadata usage, analogously to language usage in
general, can only partially be steered from the top down, on the model of traditional
standardization activity. In the DCMI model, the art of standards development lies in
striking balances between innovation from below and qualified review from above or
between domain-specific specificity and cross-domain applicability. The Usage Board
process aims to guide the formulation and formalization of community standards for
particular domains that integrate well into broader frameworks for interoperability.

3.5 Internationalization and Localization

As described above, Dublin Core is intended for resource discovery on the global
Internet. There are several issues which have been identified as crucial for the
adoption of Dublin Core by the international community where resources and their
metadata are created in different languages under different cultures.

DCMI has been soliciting local communities to translate descriptions of DCMI
terms and other documents into local languages in order to promote understanding by
non-English speaking people. For example, the DCMI registry described below
provides translations of DCMES into 23 languages, which have been translated
mostly by volunteers.

A local community which shares a local language and/or culture plays a crucial
role for the global use of DC metadata. Translation is a part of the efforts to adopt DC
metadata to a local language. Only a local community can identify local requirements
based on a local language and culture and let the global community know the
requirements. DCMI is promoting the formation of regional organizations to support
the local activities and development of local communities.

3.6 Metadata Schema Registry for Information Sharing

A Metadata schema registry is an infrastructure function sharing metadata schemas on
the network to enhance interoperability of metadata. DCMI is building a metadata
schema registry, which provides reference descriptions of DC terms. The reference
descriptions are declared using RDF schema to promote readability and exchange by
machines and applications. The reference description encoded in RDF schema
provides an identifier given to a term which is uniquely identifiable in the Internet,

www.manaraa.com



32 S. Sugimoto, T. Baker, and S.L. Weibel

and also a label and a description which could be given not only in English but also in
other languages. Thus, the registry associates human understandable labels and
descriptions in multiple languages with a unique identifier for machine
understandability.

The registry will play an important role for the long-term maintenance of the
reference descriptions, which is a crucial but challenging issue. Every DCMI term has
its approval status and human readable label and descriptions, which could change
over time. Every term could have translations which may be appended and modified
over time [11]. Maintenance of local or domain specific schemas is also an important
and challenging issue because the community maintaining the registry has to maintain
consistency with other registries such as the central DCMI registry.

4 Dublin Core Metadata Initiative (DCMI)

4.1 Dublin Core Metadata Initiative and History in Brief

The DCMI is built on a community of individuals from many different backgrounds
and disciplines located in organizations and institutions all over the world. The
mission of the DCMI is to make it easier to find resources using the Internet through
the following activities:

- Developing metadata standards for discovery across domains ;

- Defining frameworks for the interoperation of metadata sets;

- Facilitating the development of community or discipline-specific metadata sets
that work within the frameworks of cross-domain discovery and metadata
interoperability.

The major structural components of DCMI as of 2002 are the Directorate, Board of
Trustees, Advisory Board, Usage Board, Working Groups and Interest Groups.

- The Dublin Core Directorate consists of an Executive Director and a Managing
Director to supervise the management and coordination of Working Group
activities and assist in the development and refinement of techniques
promoting metadata interoperability. The directorate also oversees the
development of the Web site and related infrastructure.

- The Board of Trustees advises the Directorate on strategic issues and
allocation of financial resources, contributes to the promotion of the Initiative
through liaisons with the public and private sectors and assists in securing
support for the Initiative. The trustees were chosen to provide strategic
leadership and support to the organization, and were selected for their
leadership and professional abilities in the public, private, and educational
sectors. Board members come from six countries on four continents.

- The Dublin Core Advisory Board is comprised of all chairs of DCMI Working
Groups and Interest Groups and invited experts. The Advisory Board gives
advice to the DCMI Directorate on all technical and strategic issues that occur
during the operation of the DCMLI. It has a dual role in the DCMI: an internal
role to assist in and advise on the developments that take place within DCMI,
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and an external role to liaise with the stakeholder community and other global
metadata initiatives.

- The mission of the DCMI Usage Board is to ensure an orderly evolution of
metadata vocabularies. The Usage Board evaluates proposed vocabulary terms
(or changes to existing terms) in light of grammatical principle, semantic
clarity, usefulness, and overlap with existing terms. The Usage Committee
strives for consensus, justifying its decisions and interpretations in terms both
of principle and of empirical practice.

- Working Groups and Interest Groups are formed and dissolved as necessitated
by the work at hand and the availability of expertise to accomplish such work.
Working and Interest groups will be comprised of volunteers with the interest,
expertise, and time to contribute to the solution of problems.

The workshop series and the mailing lists are the major forums for discussion of
the development of Dublin Core metadata. Table 3 shows the locations and primary
hosts of the Dublin Core workshop series since 1995. There was an active discussion
on qualifiers at the 4™ Workshop in Canberra, Australia in 1997. Simple DC was
fixed at the 5™ Workshop in Helsinki in 1997. The Dumb-down principle proposed at
the 6™ Workshop in Washington DC clarified the qualifier types. Development of the
fundamental concept of Dublin Core was completed by the 6" Workshop, and
maintenance and evolution of Dublin Core were recognized as an important topic
since the 7" Workshop in Frankfurt in 1999. Organizational issue for sustainability of
DCMI became one of the key issues since this workshop. The 8" Workshop in Ottawa
was the first meeting which included sessions for posters and demos to report
implementation experiences and new technologies. At the 9" Workshop the
presentation session was extended and the whole event was organized as an
international conference, which was named DC-2001 [12].

4.2 DCMI and Other Metadata Initiatives

DCMI and IEEE-LOM. At DC-8 in Ottawa in October 2000, DCMI and
representatives of the IEEE-Learning Object Metadata (LOM) working group
concluded a memorandum of understanding indicating areas of possible convergence
on principles and encoding approaches that have the potential to increase
interoperability between the two communities. A subsequent meeting in Ottawa in
August 2001 identified specific work items. A prominent deliverable from this
activity is the recently published “Metadata Principles and Practicalities,” an
expression of agreement among leaders in the Dublin Core community and the e-
learning community concerning basic principles of metadata [13]. This consensus
should value to metadata practitioners in these respective communities as well as
among metadata practitioners in general.

Dublin Core and Open Archives Initiative (OAI). The Dublin Core Metadata
Initiative and the Open Archives Initiative are actively cooperating on metadata
issues. Unqualified DC metadata is the default metadata set used in the OAI Protocol
for Metadata Harvesting for the purposes of promoting cross-domain interoperability.
Other domain-specific sets are encouraged as well, as envisaged in the modular
metadata framework that both communities have been striving for. The OAI-DC
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schema has been developed for use with the OAI Protocol, and has been discussed at
length in the DC-Architecture working group. It is expected that the schema will be
of use for other applications as well, and will be hosted on the DCMI Website and
maintained by representatives of both groups. This development is an important
landmark in the development of Web-based metadata services, reflecting as it does
the convergence of community consensus and the development of enabling
infrastructure to support that consensus.

Table 3. Dublin Core Workshop Series

Year Location Primary Host
1 | 1995 | Dublin, Ohio, USA OCLC
2 | 1996 | Warwick, UK UKOLN
3 | 1996 | Dublin, Ohio, USA OCLC
4 | 1997 | Canberra, Australia National Library of Australia
5| 1997 | Helsinki, Finland National Library of Finland
6 | 1998 | Washington DC, USA Library of Congress
7 | 1999 | Frankfurt, Germany Die Deutsche Bibliothek
8 | 2000 | Ottawa, Canada National Library of Canada
9 | 2001 | Tokyo, Japan National Institute of Informatics
10 | 2002 | Florence, Italy Biblioteca Nazionale Centrale Firenze

W3C Semantic Web Activity. The launch of the Semantic Web activity by the W3C
recognizes the increasing importance of supporting the infrastructure for defining,
registering, and referencing structured vocabularies and ontologies on the Web. The
Dublin Core is an important part of this infrastructure, and the DCMI community has
played a major role in laying the foundations for this work. A joint project between
DCMI staff and W3C staff now under development will help illustrate the value of
combining technologies such as the Resource Description Framework of the W3C
with the Dublin Core to advance semantic interoperability on the Web.

The joint project between DCMI and W3C staff will unify access to a substantial
amount of data from different sectors in different countries using RDF schema
declarations as described above. Participants will be recruited from the government
sector, museums, business, trans-governmental organizations, and education. The
resulting database will comprise a testbed accessible to researchers and designers to
demonstrate and experiment with an operational cross-disciplinary store. It will
provide a tutorial by example on a schema-based approach to enhancing cross-domain
interoperability.

5 Conclusion

Dublin Core has gained wide acceptance and many metadata applications have been
developed based on Dublin Core. Since its beginning in 1995, Dublin Core has
evolved; its underlying concepts have been clarified and the community model for
maintaining Dublin Core has been accepted. DCMI has been promoting cooperation
with other metadata communities, which will greatly enhance semantic inter-
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operability of metadata. On the other hand, there is a lot of work left to do; for
example, long-term maintenance of DC metadata in the multi-language community,
development of regional communities, and further broadening of the uptake of DC
metadata by other communities.
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Abstract. In light of the significant research activities in digital library, digital
government, and e-commerce over the past decade, there seems to be common
threads among them and unique challenges and opportunities ahead. For digital
library, we are beginning to tally its research impacts and contemplate future di-
rections. For digital government, information technologies could offer tremen-
dous opportunities, but will they happen fast enough? We hope by discussing
the many unique problems and challenges facing these fast evolving and some-
what related research disciplines, we could share lessons learned and develop
insights for advancing our knowledge and achieving successful organizational
transformation. A detailed case study of a research project (COPLINK) jointly
funded by the NSF Digital Library and Digital Government Programs in the
area of crime data mining will be presented in detail. We discuss how advanced
visual crime mining techniques such as association rule mining, social network
analysis, deception detection, temporal-spatial visualization, and agents could
become the catalyst for assisting intelligence and law enforcement agencies in
capturing knowledge and creating transformation.

1 Introduction

The Internet is changing the way we live and do business. Since the first ARPANET
node installed at UCLA on September 1, 1969 and the first paper on Internet, written
by Vint Cerf and Bob Kahn on September 10, 1973 (Cerf, 2002), the Internet has
evolved from ftp file transfer, gopher information service, and email exchange to sup-
porting seamless multimedia content creation, access, and transactions over the World
Wide Web.

Some researchers and practitioners believe that business, technology, and society
in general are in a true “Digital Renaissance” (Fiorina, 2000). As HP CEO Fiorina put
1t:

“Like the first Renaissance, which was the liberation of the inventive imagination,
the Digital Renaissance is about the empowerment of the individual and the con-
sumer. And if we can bridge the gap between business, science, and government so
that we can all understand and foster the Digital Renaissance then we have a chance
to make this second Renaissance truly global and grassroots.”

Using HP as an example, she suggested three emerging forces in the technology
and business landscape: information appliances, always-on IT infrastructure, and e-

E.-P. Lim et al. (Eds.): ICADL 2002, LNCS 2555, pp. 36-52, 2002.
© Springer-Verlag Berlin Heidelberg 2002
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services. Information appliances are anything with a chip inside and able to connect to
the Internet. The always-on IT infrastructure needs to be as available and reliable as
tap water and electricity. And thirdly, e-services will take any process or any asset
that can be digitized and deliver it over the Web.

This viewpoint is frequently echoed by other Internet pioneers such as Vint Cerf.
He has been preaching of the next-generation Internet as a medium for Internet-
enabled appliances (e.g., Internet-enabled automobiles for maintenance and tax col-
lection, Internet-enabled wine corks for ideal storage and drinking condition, etc.),
real-time Internet multimedia supports (e.g., Internet multicast video, Internet-enabled
VOIP call centers, net-based speech recognition, etc.), and even “Interplanetary Inter-
net” for supporting future NASA Mars and other planetary explorations (and continu-
ous, future data collection and simulation).

In spite of such a positive outlook, many researchers and policy makers caution
against the potential pitfalls of technology innovation without careful policy consid-
erations in areas such as privacy/security, cryptography and export, trademarks, do-
main names and copyright issues, regulatory framework, taxation, liability and dis-
pute resolution, censorship, and digital signatures and certificates, to name a few
(Cerf, 2002). While business and technology are in a true Digital Renaissance, we
cannot afford to have our whole approach to policymaking remain rooted in the in-
dustrial, medieval world.

The Internet offers a tremendous opportunity for many different traditional institu-
tions such as libraries, governments, and businesses to better deliver their contents
and services and interact with their constituents — citizens, patrons, businesses, and
other government partners. In addition to providing information, communication, and
transaction services, exciting and innovative transformation could occur with new
technologies and practices. Data and information can begin to become knowledge as-
sets. Digital Library (e-library), digital government (e-government), and e-commerce
research have many common threads, yet each faces some unique challenges and op-
portunities. This paper provides a brief review of digital library and digital govern-
ment research and presents a case study in using data mapping and visual data mining
techniques for a digital government application in crime analysis.

2 Digital Library: The Field

The location and provision of information services has dramatically changed over the
last ten years. There is no need to leave the home or office to locate and access infor-
mation now readily available on-line via digital gateways furnished by a wide variety
of information providers, e.g., libraries, electronic publishers, businesses, organiza-
tions, individuals. Information access is no longer restricted to what is physically
available in the nearest library. It is electronically accessible from a wide variety of
globally distributed information repositories (Schatz & Chen, 1996) (Schatz & Chen,
1999).

Information is no longer simply text and pictures. It is electronically available in a
wide variety of formats, many of which are large, complex (i.e., video and audio) and
often integrated (i.e., multimedia). This increased variety of information allows one to
take virtual tours of museums, historical sites and natural wonders, attend virtual con-
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certs and theater performances, watch a variety of movies, and read, view or listen to
books, articles, lectures and music, all through digital libraries.

The World-Wide Web has made access to the Internet part of everyday life. At the
same time, over the past few years, the primary interface to the Web has evolved from
browsing to searching. Millions of people all over the world perform web searching
every day. But the commercial technology of searching large collections has remained
largely unchanged from its roots in US government-sponsored research projects of the
1960s. This public awareness of the Net as a critical infrastructure in the 1990s has
caused a new revolution in the technologies for information and knowledge manage-
ment in digital libraries.

Digital libraries represent a form of information technology in which social impact
matters as much as technological advancement. It is hard to evaluate a new technol-
ogy in the absence of real users and large collections. The best way to develop effec-
tive new technology is in multi-year large-scale research projects that use real-world
electronic testbeds for actual users and aim at developing new, comprehensive, and
user-friendly technologies for digital libraries. Typically, these testbed projects also
examine the broad social, economic, legal, ethical, and cross-cultural contexts and
impacts of digital library research.

2.1 Digital Library Challenges

Unlike digital government or e-commerce, digital library researchers face some
unique challenges:

e Cultural and historical heritage: Many digital library and museum collections
contain artifacts that are fragile, precious, and of historical significance. Many
different countries are quickly moving towards digitizing their unique cultural
and historical collections. However, the selection and digitization process has not
been easy, both for technical, organizational, and economic reasons.

e Heterogeneity of content and media types: Digital library collections have the
widest range of content and media types, ranging from 3D chemical structures to
tornado simulation models, from the statue of David to paintings by Van Gogh. A
mix of text, audio, and video is common among digital library applications. Col-
lection, organization, indexing, searching, and analysis of such diverse informa-
tion content continues to create unique technical challenges.

e Intellectual property issues: Unlike digital government or e-commerce applica-
tions that often generate their own content, digital libraries provide content man-
agement and retrieval services to many other content owners. The intellectual
property issues (rights and fee collection) surrounding such diverse collections
need to be addressed.

e Cost and sustainability issues: Many patrons often would like library services to
be “free” or at least extremely affordable. Compounding the issue further is the
notion of “free” Internet content. However, for high-quality, credible content to
be accessible through digital libraries, cost and sustainability problems needed to
be resolved. Different digital library pricing models would need to be developed
for different contents and services.
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e Universal access and international collaboration: Digital library content is often
of interest to not just people in one region, but possibly all over the world. Many
content creation and development processes also require collaboration among re-
searchers and librarians in different parts of the world. Digital library researchers
are facing the unique challenge of creating a global service that bridges cultural
and language barriers.

3 Digital Government: The Field

Unlike digital library and e-commerce, which have attracted significant attention and
research since 1994, various levels of governments, both in US and international,
have been slow to adopt new Internet-enabled information technologies or to develop
consistent research programs.

3.1 US Government Goes Electronic: The History

The US Government’s painstaking process of “going electronic” is a good illustration
of some of the unique challenges and issues facing government. Many legislations
and regulations concerning information technologies and Internet in particular were
developed only recently (Taschek, 2002), such as:

e 1986 Brooks Act amended: This is the first act to reduce government costs
through volume buying, including IT purchases.

e 1996 Information Technology Management Reform Act: Not until 1996, did the
US Government establish the CIO position to manage IT resources.

e 1998 WebGov portal: After seeing many successful Internet applications in the
business sector, the US Government announced in August 1998 the WebGov
portal project that aimed to provide one-stop information dissemination for the
government. The project failed and was later replaced by FirstGov portal after a
technology donation from Inktomi.

e 2000 Federal Rehabilitation Act: The government requires all IT products to be
accessible to the disabled.

e 2000 FirstGov portal (http://firstgov.gov/) unveiled in June 2000.

e 2001 National Security Telecommunications and Information Systems Security
Policy No. 11: It mandates all off-the-shelf software used in defense be evaluated
by an approved third part (i.e., National Security Agency).

e 2001 Health Insurance Portability and Accountability Act (HIPPA): This impor-
tant legislation requires all health care information to be in compliance with pri-
vacy regulations.

e 2002 E-Government Act: The Act funds additional e-government initiatives and
creates the Office of Electronic Government.

As evident in these laws and regulations, even for the US Government Internet-
enabled digital government activities did not begin until 1998. In addition, digital
government faces many unique, but nonetheless important, policy issues such as pro-
viding equal access to the disabled, security, and privacy.
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3.2 Information Technology Research, Innovation, and E-government: An NRC
Report

In response to a request from the NSF for advice on planning for e-government inno-
vation programs, the Computer Science and Telecommunications Board (CSTB) of
the National Research Council (NRC) convened the Committee on Computing and
Communications Research to Enable Better Use of Information Technology in Gov-
ernment. The committee was charged with examining how IT research can improve
existing government services, operations, and interactions with citizens, as well as
create new ones. The committee presented the final results of its study in (NRC,
2002) and offers recommendations intended to foster more effective collaboration
between IT researchers and government agencies. Some of the key recommendations
include:

e Government should continue to improve its support for transactions with indi-
viduals, businesses, and organizations. In doing so, it should emulate, where pos-
sible, the commercial trend toward integration of services to improve usability for
customers.

e Government should adopt commercial e-commerce technologies and associated
practices wherever possible.

e Government should continue to participate actively in developing a full range of
information technologies. At the same time, government should leverage its role
as a long-term supporter of IT research to embrace the e-government challenge
within broad research programs and to stimulate more targeted technology devel-
opment to meet particular needs.

¢ Consideration should be given to providing specific mechanisms, such as a cen-
trally managed cross-agency IT innovation fund, as incentives to enable govern-
ment organizations to undertake innovative and risky IT projects.

¢ Government should develop more effective means for undertaking multi-agency
collaborative efforts that support aggressive prototyping, technology evaluation,
and technology transition in support of e-government.

3.3 NSF Digital Government Research Program

As digital library research continues to draw the attention of many researchers and
practitioners, the National Science Foundation in the US initiated its first program in
Digital Government in 1998. According to the program announcement (NSF, 1998):

“The Federal Government is a major user of information technologies, a collector
and maintainer of very large data sets, and a provider of critical and often unique in-
formation services to individuals, states, businesses, and other customers. The goal of
the Digital Government Program is to fund research at the intersection of the com-
puter and information sciences research communities and the mid- to long-term re-
search, development, and experimental deployment needs of the Federal information
service communities. The Internet, which was created from a successful partnership
between Government agencies and the information technologies research community,
is a major motivating factor and context for this program.

The coming decade will see the potential for nearly ubiquitous access to govern-
ment information services by citizens/customers using highly capable digital infor-
mation/entertainment appliances. Given the inexorable progress toward faster com-
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puter microprocessors, greater network bandwidth, and expanded storage and com-
puting power at the desktop, citizens will expect a government that responds quickly
and accurately while ensuring privacy. Enhancements derived from new information
technology-based services can be expected to contribute to reinvented and economical
government services, and more productive government employees. As society relies
more and more on network technologies, it is essential that the Federal Government
make the most effective use of these improvements.”

The NSF Digital Government program has attracted participation from numerous
federal, state, and local agencies such as: Bureau of Labor Statistics, Department of
Agriculture, Department of the Interior, National Imagery and Mapping Agency, Na-
tional Institute of Standards and Technology, US Patents and Trademark Office, Na-
tional Institutes of Health, National Archives and Records Administration, Environ-
mental Protection Agency, National Institute of Justice, Tucson Police Department,
and Phoenix Police Department. By working closely with agency partners, the digital
government projects emulate the successful partnership model adopted in digital li-
brary research and have begun to generate significant research findings in many areas
(http://www.digitalgovernment.org/archive/projects.jsp) (Ambrite et al., 2001) (EI-
magarmid and Mclver, 2001).

Many of the NSF-funded digital government projects are related to geo-spatial
content and services, ranging from event and process tagging for the international
Gulf of Maine watershed to geo-spatial data mining, and from a geo-spatial decision
support system for drought to spatial analysis for the Oregon coast. Another similar
category of research is related to ecosystem and biodiversity, including projects such
as: biodiversity information organization using taxonomy, infrastructure for heteroge-
neity of ecosystem data, collaborators, and organizations, digital aerial video mosaics
for ecosystem carbon cycle modeling, and radar remote sensing of habitat structure
for biodiversity informatics. Many federal agencies, including NASA, NIMA, NIH,
NASA, EPA, are clearly interested in geo-spatial and ecosystem content and services.

Federal statistical data related research also is a major digital government research
category. Sample projects include: adaptive interfaces for collecting survey data from
users, energy data collection and access, quality graphics for statistical summaries,
etc. Other related applications include: state and federal family and social services,
FedStats secure collaborative environment, and improved privacy for census data
through statistical means.

A few policy-oriented digital government projects are quite innovative. These in-
clude studies on Internet voting (e-voting), multinational investigation of new models
of collaboration for government services, and building leadership for a digital gov-
ernment. The COPLINK project developed by the University of Arizona is also one
of the successful projects under the NSF Digital Government program. In addition to
solving the information sharing, data/text mining, and knowledge management prob-
lems facing local law enforcement agencies, the project has high potential impact for
addressing homeland security issues among the law enforcement and intelligence
community. A detailed case study of COPLINK will be provided in a later section.

In order to facilitate exchanges between information technology researchers and
various federal, state, and local government partners, the NSF has supported the crea-
tion of the Digital Government Research Center (DGRC). In addition, an annual NSF-
sponsored Digital Government Conference helps bring researchers and government
partners together for an active exchange of research results and collaborative projects
(http://ww.dgrc.org/dgo2002). Several research centers and organizations are dedi-
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cated to e-government related research such as: Center for Technology in Government
at Albany (http://www.ctg.albany.edu), Digital Government Research Center at the
University of Southern California and Columbia University (http://www.isi.edu/dgrc),
and COPLINK Center for Law Enforcement (http://ai.bpa.arizona.edu/COPLINK).

3.4 European Union and Other International Digital Government Programs

In the EU, many digital government initiatives are under way. These programs vary
widely and include several major research areas (ERCIM, 2002):

e Online public service and one-stop shopping for information content,
e E-politics, e-democracy, e-voting,

e Transactions, security, and digital signatures for e-government, and
e Business and political issues of relevance to e-government.

The European project “eGOV” is an example of the type of projects that focus on
implementing one-stop government. Developed at the University of Linz, Austria, its
major components comprise an integrated platform, a standardized data and commu-
nication exchange format, and process models for online public services. HELP
(http://www.help.gv.at) is the national e-government portal of the Austrian govern-
ment and a platform for all Austrian authorities to support official proceedings. The
One-Stop-Shop model developed in Italy is another example of an integrated archi-
tecture and interface between the citizens and the European public administrations.
Similarly, the FASME project (http://www.fasme.org/), developed at the University
of Zurich, aims to offer a holistic architecture for international e-government services.

Several EU projects are related to e-politics, e-democracy, and e-voting. The
DEMOS project provides Internet services facilitating democratic discussions and
participative public opinion formation (http://www.demos-project.org). In the city of
Esslingen in Germany, the Internet was used to involve citizens in an informal discus-
sion about plans for a neighborhood development project. Researchers at the Univer-
sity of Amsterdam developed the “Coalition Logic”, which could lead to automatic
generation of the “fairest” voting procedure (http://www.cwi.nl/~pauly/).

Several municipal projects are related to digital signatures including Esslingen’s e-
government project in Germany and the Italian judicial system that relies on the safe
and secure transmission of legal documents. In addition, many projects are related to
unique business, political, and national issues and priorities. For example, the Italian
approach to e-government is based on the development and deployment of a nation-
wide Public Administration Network, a “secure Intranet” (http://www.aipa.it/). In
Hungary, its e-government program aims to integrate the strategies and IT develop-
ment projects of various sectors and institutions in order to provide citizens with bet-
ter services (http://www.ikb.hu/ekormanyzat/pdf/angol ekp.pdf).

Many successful ongoing e-government initiatives have also emerged in Asia and
Pan-Pacific countries such as: Singapore (http://www.ecitizen.gov.sg), China, Japan,
Korea, Taiwan, India, New Zealand, Australia, etc. E-government projects in Latin
American countries have also been reported. Most, however, are of the information
dissemination or “one-stop shop” types.
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3.5 Digital Government Challenges

Despite similar reliance on Internet technologies, digital government faces some is-
sues and challenges uniquely different from those of e-commerce. Gordon made a
clear distinction between e-commerce and e-government in (Gordon, 2002):

...But e-commerce is not at the heart of e-government. The core task of govern-
ment is governance, the job of regulating society, not marketing and sales. In modern
democracies, responsibility and power for regulation is divided up and shared among
the legislative, executive and judicial branches of government. Simplifying some-
what, the legislative is responsible for making policy in the form of laws, the execu-
tive for implementing the policy and law enforcement, and the judiciary for resolving
legal conflicts. E-government is about moving the work of all of these branches, not
just public administration in the narrow sense.

In addition to having different roles in government, digital government applica-
tions also face some unique challenges that are different from those of e-commerce
and digital libraries.

e Organizational and cultural inertia: Most government entities are not known for
their efficiency or willingness to adopt changes. Organizational bureaucracy and
lack of clear communication channels or collaboration culture are some of the dif-
ficult problems to resolve before any e-government initiatives can become suc-
cessful. Some (federal, state, and local) government agencies or departments are
known for being non-responsive, closed, secretive, arrogant, bureaucratic, and re-
sistant-to-change. Organizational and cultural changes often are more difficult
than technological changes.

e Government and legal regulations: Governments at all levels are often faced with
numerous laws and regulations intended to make their rights and obligations clear
and provide some supervisory and/or balancing functions. Although well-
intended, such laws and regulations often inhibit innovation or thinking “out-of-
the-box.”

e Security and privacy issues: E-government applications on the Internet face the
daunting task of protecting the privacy of citizens (and their transactions) in an
open (and often not-so-secure) Internet environment. Although e-commerce ap-
plications may also stress security and privacy issues (e.g., for credit transactions
and customer information), government-provided services have the extra burden
of guaranteeing security and privacy for citizens. Many digital government proj-
ects are currently under way to explore public key encryption and digital signa-
ture issues unique to e-government.

e Disparate and out-dated information infrastructure and systems: Many govern-
ment departments at all levels often face budget shortfalls for years. As a result,
their information infrastructure and systems may be out-of-date. Mainframe com-
puters and applications from the 1970s may constitute a significant part of their
computing infrastructure. Some applications may be LAN or Windows-based
(technology choice of the 1980s), but most are not Web-enabled or Internet
based. Different departments often purchase their own computers and software at
different times based on their immediate needs. As a result, disparate legacy,
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“stovepipe” systems are created, which prevent departments from sharing infor-
mation and/or streamlining their businesses.

e Lack of IT funding and personnel: Some government agencies are affluent, but
most are not. IT spending often is not a priority (e.g., in light of the more visible
or pressing need to put cops on the street, or to purchase additional fire trucks for
an under-served community). Furthermore, IT personnel in government often
lack resources for training and re-education to update their technical skills. The
Internet e-commerce boom (and resulting brain drain) over the past decade also
has accelerated the recruitment and retention problem for government IT divi-
sions.

4 Trailblazing a Path towards Knowledge and Transformation

From the above reviews and discussions, it appears true that digital library and digital
government have many common threads and yet there are also many unique chal-
lenges facing each discipline. It is our belief that regardless of their surface differ-
ences, each discipline requires a switch of focus from simple data organization and in-
formation access, to the more fundamental process of knowledge creation and
sharing. It is well recognized that “knowledge is power,” but not data or information
(which creates “data/information overload”). We also believe that fundamental “trans-
formation” is required of these institutions to adopt new technologies and the associ-
ated processes, instead of relying only on technologies to provide information, com-
munication, and transactions over the Internet (Chen, 2002).

5 A Case Study in Digital Government: Information Sharing and
Analysis

5.1 Introduction

In response to the September 11 terrorist attacks, major government efforts to mod-
ernize federal law enforcement authorities’ intelligence collection and processing ca-
pabilities have been initiated. At the state and local levels, crime and police report
data are rapidly migrating from paper records to automated records management sys-
tems in recent years, making them increasingly accessible.

However, despite the increasing availability of data, many challenges continue to
hinder effective use of law enforcement data and knowledge, in turn limiting crime-
fighting capabilities of related government agencies. For instance, most local police
have database systems used by their own personnel, but lack an efficient manner in
which to share information with other agencies (Lingerfelt, 1997) (Pilant, 1996).
More importantly, the tools necessary to retrieve, filter, integrate, and intelligently
present relevant information have not yet been sufficiently refined. According to
senior Justice Department officials quoted on MSNBC, September 26, 2001, there is
“justifiable skepticism about the FBI’s ability to handle massive amounts of informa-
tion,” and recent anti-terrorism initiatives will create more “data overload” problems.
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As part of nationwide, ongoing digital government initiatives, COPLINK is an in-
tegrated information and knowledge management environment aimed at meeting
some of these challenges. Funded by the National Institute of Justice and NSF,
COPLINK has been developed at the University of Arizona’s Artificial Intelligence
Lab in collaboration with several local, state, and federal law enforcement agencies.
The main goal of COPLINK is to develop information and knowledge management
systems technologies and methodology appropriate for capturing, accessing, analyz-
ing, visualizing, and sharing law enforcement related information in social and or-
ganizational contexts (Chen, Schroeder, et al. 2002).

5.2 Main Components of COPLINK

The COPLINK system consists of two main components: COPLINK Connect and
COPLINK Detect. COPLINK Connect is a system designed to allow diverse police
departments to share data seamlessly through an easy-to-use interface that integrates
different data sources. COPLINK Detect uncovers various types of criminal associa-
tions that exist in law enforcement databases.

5.3 COPLINK Connect

The targeted users of COPLINK Connect are law enforcement personnel who are
typically not experienced IT users and have pressing, oftentimes mission-critical, in-
formation needs. The design of COPLINK Connect was closely guided by user re-
quirements acquired through multi-phase brainstorming sessions, storyboards, mock
system demonstrations, focus groups, and more formally structured questionnaires
and interviews. We illustrate the functionality of COPLINK Connect in Figure 1. Key
design decisions and lessons learned are summarized below.

One-Stop Data Access. Most police data currently is scattered over distributed in-
formation sources. To find relevant information, a police officer not only needs to
know which data sources offer what sets of data, and how to access them, but also
needs to understand each individual source’s query language and user interface. He or
she then must manually integrate retrieved data. One of the key functions of
COPLINK Connect is to provide a one-stop access point for data to alleviate police
officers’ information and cognitive overload. In its current version, COPLINK Con-
nect supports consolidated access to all major databases in the Tucson Police Depart-
ment (TPD). The mug shots illustrated in Figures la and le are incorporated from a
separate state-wide mug shot database as is the gang database illustrated in Figure 1b.
Incorporating other data sources, including remote ones managed by other organiza-
tions, can be easily accomplished. We are currently expanding the COPLINK Con-
nect data sources to include the Arizona State Motor Vehicle database, the Computer-
Aided Police Dispatching database, Tucson city court databases, and other sources
considered important by TPD officers.
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Search Functionality. As illustrated in Figure 1, four types of searches are made
available to the user: person, vehicle, incident, and location. These forms are chosen
because they cover the primary search tasks that police officers normally perform.
Based on the user requirement for simplicity (especially from field officers), we de-
cided that these four types of search can only be performed independently of each

www.manaraa.com



From Digital Library to Digital Government 47

other (i.e., the user is not allowed to perform a combined search such as one involving
both person and vehicle search terms). A follow-up user study justified such a simpli-
fied design.

User Interface. Many user interface design tradeoffs have been made in developing
COPLINK Connect.

e Partial and phonetic-based matching. Police officers often need to conduct
searches based on sketchy and incomplete information. Extensive support for
partial and phonetic-based matches are built into COPLINK Connect to facilitate
such searches. For instance, in Arizona, police and other law enforcement offi-
cers (e.g., border patrol agents) often have to deal with misspelled Spanish
names (e.g., “Gweesty”). In COPLINK Connect, such names would match plau-
sible Spanish names (e.g., “Guisti”).

e Search history. As illustrated in Figure 1d, the end user has access to his or her
own search history, making data entry a bit easier and keeping the user appraised
of all outstanding tasks. More importantly, the search history mechanism pro-
vides important documentation to justify and corroborate related information in-
quires and subsequent actions in legal proceedings. Furthermore, search logs be-
come an important part of organizational memory by representing training cases
for new police officers.

System Architecture. The current version of COPLINK Connect follows a 3-tier
system architecture. The user accesses the system through a Web browser. The GUI
part of the system is enabled through standard HTML. The middle tier connects the
user GUI and the backend databases using Java Servlet and JDBC, and implements
the business logic using Java. This system architecture decision was based on careful
consideration of the law enforcement domain.

e FEase of installation and maintenance. Similar to other government agencies, the
IT departments of law enforcement agencies are typically understaffed. The cur-
rent system architecture eliminates the needs to install or maintain software on
end users’ local machines.

e Cost effectiveness. Earlier versions of COPLINK Connect adopted a proprietary
software architecture based on Oracle products, which had the advantage of ex-
cellent system performance and the availability of a rich set of integrated devel-
opment tools. It could, however, incur significant cost for software licensing. On
the other hand, the current open architecture based on JDBC-compliant databases
(e.g., open-source mySQL and MS SQL Server) can lead to substantial savings.

e System extensibility. The current architecture can support access to both remote
and local databases, making very limited assumptions regarding information
providers. This capability to easily incorporate and make use of additional in-
formation sources is important for law enforcement applications due to the fre-
quent need for cross-jurisdictional collaborations in dealing with crimes that are
typically not confined to one geographical location.
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5.4 COPLINK Detect

COPLINK Detect, targeted at detectives and crime analysts, shares the same incident
record information as COPLINK Connect and utilizes the database indexes generated
for COPLINK Connect. It, however, has a completely redesigned user interface, and
employs a new set of intelligence analysis tools to meet its user needs. Figure 2 shows
a sample search session.

Link and Association Analysis. Much of crime analysis is concerned with creating
associations or linkages between various aspects of a crime (similar to association
rule mining in traditional data mining research). COPLINK Detect uses a technique
called Concept Space (Chen, Schatz, et al., 1996) to identify such associations from
existing crime data automatically. COPLINK Detect uses statistical techniques such
as co-occurrence analysis and clustering functions to weight relationships between all
possible pairs of criminal concepts.

In COPLINK Detect, detailed criminal case reports are the underlying information
space and concepts are meaningful criminal elements occurring in each case (Chen,
Schroeder, et al., 2002). These case reports contain both structured (e.g., database
fields for incidents containing the case number, names of people involved, address,
date, etc.) and unstructured data (narratives written by officers commenting on an in-
cident, e.g., “witnessl said he saw suspectl run away in a white truck”). Using
COPLINK Detect, investigators can link known objects (e.g., a given suspect) to
other related objects (e.g., people and vehicles related to this suspect) that might con-
tain useful information for further investigation. At present, COPLINK Detect has ac-
cess to a collection of 1.5 million TPD case reports, spanning a time frame from 1986
to 1999. The system is capable of automatically identifying relationships among Per-
son, Organization, Location, Vehicle, and Incident/Crime type.

5.5 Summary of COPLINK User Studies

Several field user studies have been conducted to evaluate the COPLINK system.
Detailed reports are available in (Hauck & Chen, 1999). We summarize two studies
below.

A group of 52 law enforcement personnel from TPD representing a number of dif-
ferent job classifications and backgrounds were recruited to participate in a study to
evaluate COPLINK Connect. Both interview data and survey data analyses support a
conclusion that use of COPLINK Connect provided performance superior to that of
the legacy police Records Management System (RMS). In addition to the statistical
data, these findings were supported by qualitative data collected from participant in-
terviews. Comments collected from interviews indicate that COPLINK Connect was
rated higher than RMS in terms of interface design, performance, and functionality.
Participants indicated that the quality and quantity of information from COPLINK
Connect surpassed that of RMS. During the time of user evaluation, use of COPLINK
Connect had led to the investigation of cases that otherwise might not have been
picked up, as well as aided in making multiple arrests.
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A pilot user study to evaluate COPLINK Detect was conducted with 33 partici-
pants, including 7 crime analysts and 17 detectives from TPD. Data was collected by
three methods: verbal reports, “search notes” for searches they performed, and elec-
tronic transaction logs. Participants indicated that (a) COPLINK Detect required
minimum training (8 participants started to use the system effectively even without
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any training), (b) the system improved case closure and crime solvability through un-
covering critical associations, and (c) the system was very responsive (all the associa-
tions and related incident reports were identified in less than one minute).

5.6 Knowledge and Transformation

Starting in the Spring of 2001, COPLINK Connect was formally deployed at TPD. By
December, 2001, all TPD law enforcement personnel, including about 600 police of-
ficers and 200 detectives, were using COPLINK Connect and Detect. The deployment
of COPLINK in several law enforcement agencies in the Phoenix area is under devel-
opment. An Arizona state-wide COPLINK system is planned for 2003. Agencies from
other states also have shown strong interest in using COPLINK.

Developed to facilitate federal, state, and local law enforcement information shar-
ing and knowledge management, COPLINK could serve as a model for the next-
generation information systems aimed at improving the government’s crime fighting
capabilities and facilitating its homeland security effort. Several research directions
are under way to extract intelligence and knowledge from criminal data.

We are currently working on a new module called COPLINK Collaboration which
will enable sharing of crime data and information search experience among law en-
forcement team members (Atabakhsh, et al., 2002). One of the most intriguing aspects
of developing such a collaborative system in law enforcement concerns information
privacy, security, and the legal ramifications of having to keep track of information
search logs for an extended period of time. COPLINK Collaboration will also include
a wireless access and alerting component using cell phones, wireless laptops, and
PDAs, to meet the needs of mobile law enforcement officers.

We are also experimenting with several crime visualization techniques such as us-
ing hyperbolic trees to better present identified associations in COPLINK Detect. A
user can search all entities having a relationship with a given search term and view the
relationships in the form of a hyperbolic tree as well as in a hierarchical tree structure.
Lastly, we have also begun to develop promising techniques in the areas of automatic
deception detection (Wang & Chen, 2002), and criminal network analysis (Xu &
Chen, 2002) based on a visual data mining approach.

We believe the COPLINK approach to information sharing, crime data mining, and
knowledge management could have a significant impact on the crime investigation
and intelligence analysis practices of law enforcement personnel at the local, state,
and federal levels. By developing inter-operable systems, better intelligence informa-
tion could be shared among different local and federal agencies. By supporting crime
relationship identification and visualization, detectives and analysts could reduce their
case workloads and increase case closure. Visual data mining with structured network
analysis, clustering, and classification techniques for different crime types could help
track criminal (e.g., narcotic, gang, terrorist) networks and suggest investigative
strategies. Such an IT and Internet-enhanced information sharing and knowledge dis-
covery approach would be crucial to the success in fighting the terrorists after the
September 11 tragedy.

In addition to supporting various law enforcement agencies, we believe the
COPLINK approach to information integration and analysis could also help stream-
line and improve federal, state, and local civil services including: corrections, litiga-
tions, social services, transportations, voting, and so on. For more information, please
visit the COPLINK project web site at http://ai.bpa.arizona.edu/COPLINK.
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The Future

With common threads and unique challenges facing digital library, digital govern-
ment, and e-commerce, we foresee many active and high-impact research opportuni-
ties for researchers in information science, library science, computer science, public
policy, and management information systems. Digital library, digital government, and
e-commerce researchers are well positioned to become the “agents of transformation”
for the new Net of the 21" century.

Acknowledgements. This project has primarily been funded by:

e NSF, Digital Government Program, “COPLINK Center: Information and Knowl-
edge Management for Law Enforcement,” EAI-9983304, July, 2000-June, 2003.

e National Institute of Justice, “COPLINK: Database Integration and Access for a
Law Enforcement Intranet,” July 1997-January 2000.

We would also like to thank the Digital Equipment Corporation External Technol-
ogy Grants Program (agreement #US-1998004) for its award of an equipment grant of
a DEC Alpha Server for the COPLINK Project. We would like to thank the Tucson
Police Department and the Phoenix Police Department for their significant contribu-
tions to the project.

References

1. J. L. Ambrite, Y. Arens, E. Hovy, A. Philpot, L. Gravano, V. Hatzivassiloglou, and J.
Klavans, “Simplying Data Access: The Energy Data Collection Project,” IEEE Computer,
34(2), Pages 32-38, February 2001.

2. H. Atabakhsh, J. Schroeder, H. Chen, M. Chau, J. Xu, J. Zhang, and H. Bi, “COPLINK
Knowledge Management for Law Enforcement: Text Analysis, Visualization and Collabo-
ration,” National Conference on Digital Government, May 21-23, Los Angeles, CA, 2001.

3. V. Cerf, “Digital Government and the Internet,” National Conference on Digital Library
Research, Los Angeles, CA, May 20, 2002.

4. H. Chen, B. R. Schatz, T. D. Ng, J. Martinez, A. Kirchhoff, and C. Lin, “A Parallel Com-
puting Approach to Creating Engineering Concept Spaces for Semantic Retrieval: The II-
linois Digital Library Initiative Project,” IEEE Transactions on Pattern Analysis and Ma-
chine Intelligence, Special Section on Digital Libraries: Representation and Retrieval,
18(8), 771-782, 1996.

5. H. Chen, “Knowledge Management Systems: A Text Mining Perspective,” University of
Arizona, Tucson, Arizona, 2002.

6. H. Chen, J. Schroeder, R. V. Hauck, L. Ridgeway, H. Atabakhsh, H. Gupta, C. Boarman,
K. Rasmussen, and A. W. Clements, “COPLINK Connect: Information and Knowledge
Management for Law Enforcement,” Decision Support Systems, forthcoming, 2002.

7. A. K. Elmagarmid & W. J. Mclver Jr., “The Ongoing March Toward Digital Govern-
ment,” IEEE Computer, 34(2), 32-38, February 2001.

8. ERCIM, ERCIM News, Special Theme: E-government, European Research Consortium
for Information and Mathematics, Number 48, January 2002.

9. C. Fiorina, “The World Stands at the Threshold of a Digital Renaissance,” Aspen Summit
2000: Cyberspace and the American Dream VII, Aspen, CO, August 25, 2000.

www.manaraa.com



52 H. Chen

10. T. F. Gordon, “Introduction to E-Government,” ERCIM News, Special Theme: E-
government, European Research Consortium for Information and Mathematics, Number
48, 12-13, January 2002.

11. R. V. Hauck & H. Chen, “COPLINK: A Case of Intelligent Analysis and Knowledge
Management,” Proceedings of the 20th Annual International Conference on Information
Systems 99, 15-28, 1999.

12. R. V. Hauck, H. Atabakhsh, P. Ongvasith, H. Gupta, and H. Chen, “Using Coplink to
Analyze Criminal-Justice Data,” IEEE Computer, 35(3), 30-37, 2002.

13. J. Lingerfelt, “Technology As a Force Multiplier,” Proceedings of the Conference in
Technology Community Policing, National Law Enforcement and Corrections Technology
Center, 1997.

14. National Research Council, Computer Science and Telecommunications Board, “Informa-
tion Technology Research, Innovation, and E-Government,” National Academy Press,
Washington, DC, 2002.

15. National Science Foundation, Program Announcement — Digital Government, NSF98-121,
National Science Foundation, 1998.

16. L. Pliant, “High-technology Solutions,” The Police Chief, 5(38), 38-51, 1996.

17. B. R. Schatz & H. Chen, “Building Large-scale Digital Libraries,” IEEE COMPUTER,
29(5), 22-27, 1996.

18. B. R. Schatz & H. Chen, “Digital Libraries: Technological Advancements and Social Im-
pacts,” IEEE COMPUTER, 31(2), 45-50, 1999.

19. J. Taschek, “Egov Challenges Tech,” e WEEK, 19(14), April 8, 2002.

20. G. Wang, H. Chen, and H. Atabakhsh, “Automatically Detecting Deceptive Criminal
Identities,” Communications of the ACM, conditionally accepted, 2002.

21. J. Xu & H. Chen, “Criminal Social Network Analysis: A Data Mining Approach,” Com-
munications of the ACM, under review, 2002.

www.manharaa.com




Progress on Educational Digital Libraries: Current
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1 Background

Technological advances in computing and communication continue to challenge the
“why, where, and when” of the educational enterprise. Policymakers and advocates
from organizations such as EDUCAUSE’, the Coalition for Networked Information
(CNI)’, the European Schoolnet partnership’, and UNESCO’ have long argued for the
potential that information technology has to transform education by improving access
— both spatially (“anyplace”) and temporally (“anytime”), by redefining the nature of
the classroom and learning, and in some cases by changing cost structures. In recent
years various consortia of higher education institutions have formed to explore
international collaborations in distance learning, for example: Universitas 21
(http://www.universitas.edu.au/) and the Global University Alliance (www.gua.com)
both of which involve institutions from Asia, Europe, and the United States. Many
individual institutions have also embarked on distance education ventures and efforts
in the K-12 sector are growing as well (see http://chronicle.com/indepth/distance/
players.htm#virtual). Development of online course management systems continues
to progress on the commercial front, e.g. WebCT (www.webct.com) and Blackboard
(www.blackboard.com), and more recently an open-source effort called the Open
Knowledge Initiative (http://web.mit.edu/oki/) has begun.

Also of particular interest are the opportunities digital libraries have to provide
critical infrastructure in the form of content and services that can enable
transformations in learning. Although the precise definition of digital library remains
in flux and may eventually go the way of “horseless carriage”, the following quote
from Collier offers a reasonable characterization:

digital library: “A managed environment of multimedia materials in digital
form, designed for the benefit of its user population, structured to facilitate

All views expressed in this article are solely those of the authors and do not represent an
official NSF policy statement.

Formed in 1998 from the merger of Educom and CAUSE (see http://www.educause.edu/).
See http://www.cni.org.

See http://www.eun.org/eun.org2/eun/en/About_eschoolnet/entry_page.cfm?id_area=101.
See http://www.unesco.org/education/index.shtml.

woa W

E.-P. Lim et al. (Eds.): ICADL 2002, LNCS 2555, pp. 53-66, 2002.
© Springer-Verlag Berlin Heidelberg 2002
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access to its contents, and equipped with aids to navigate the global network ...
with users and holdings totally distributed, but managed as a coherent whole.”

--Mel Collier, International Symposium on Research,
Development, and Practice in Digital Libraries 1997

To investigate the research and development challenges associated with this idea,
the National Science Foundation (NSF) — along with the National Aeronautics and
Space Administration (NASA) and the Department of Defense Advanced Research
Projects Agency (ARPA) — initiated the Digital Libraries Initiative (DLI) in 1994.
Subsequently, the Digital Libraries Initiative — Phase 2 (DLI-2) began in 1998 with
several additional federal agency partners and continues its support of digital library
research (see http://www.dli2.nsf.gov).

In late 1995 an internal concept paper for the NSF Division of Undergraduate
Education outlined the capabilities and issues that digital libraries pose for improving
science, technology, engineering, and mathematics education. The idea was explored
and developed further through a series of workshops and planning meetings [1-6].
Papers followed that considered evaluation and dissemination issues [7] and the
organization and architecture of a digital library [8]. In 1998 as a precursor to the
current program, the Special Emphasis: Planning Testbeds and Applications for
Undergraduate Education program was begun under the auspices of the multi-agency
DLI-2 program. Although most of these initial projects focused primarily on
collection development, others began to explore organizational and managerial
functions of a digital library; and they have helped to lay the foundation for the
current program.

2 Vision

NSF formally launched the National Science, Technology, Engineering, and
Mathematics Education Digital Library (NSDL) program in fiscal year (FY) 2000.
The program resides formally in the Division of Undergraduate Education, however
its ultimate user base is comprehensive. Indeed, through this program NSF seeks to
stimulate and sustain continual improvements in the quality of science, technology,
engineering, and mathematics (STEM) education at all levels. The resulting digital
library targets a broad audience — pre-K to 12, undergraduate, graduate, and life-long
learners — in formal and informal settings, and individual and collaborative modes.
NSDL will be a virtual facility, and as a “national treasure” it will enable seamless
access to a rich array of interactive learning resources and learning environments, and
services not bound by place or time. Furthermore, it will be valued for its
comprehensiveness, authenticity, and reliability.

The fundamental operational mode of the library consists of an interaction of
users, content, and tools via the network that connects these three elements. Users
comprise students in formal settings, educators, and life-long learners. Content
describes a rich and diverse set of materials in multiple media, including structured
learning materials; large real-time or archived data sets; audio, video, images, and
animations; “born” digital learning objects (e.g. simulations and applets); interactive
(virtual or remote) laboratories; and primary source material. Tools encompass a wide
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range of functionality to support users including searching, referring, validation,
integration, annotation, creation, customization, sharing, publishing, notification, and
collaboration. Ultimately NSDL looks to support “learning communities”,
“customizable collections”, and “application services”. For more details on the vision
and goals for the NSDL program see [9].

3 Current Status

The NSDL program (http://www.ehr.nsf.gov/ehr/due/programs/nsdl/) held its third
formal funding cycle during fiscal year 2002 with a proposal deadline in mid-April
2002. Proposals were accepted in three tracks, Collections, Services, and Targeted
Research. One hundred fifty-six proposals were received in response to the
solicitation, seeking approximately $92 M in total funding. Forty-one new projects
were recently announced with a cumulative budget of approximately $25M. These
include 25 in the Collections track, 10 in the Services track, and 6 in the Targeted
Research track. Several NSF sister directorates to EHR, the Directorate for
Geosciences (GEO), the Directorate for Mathematical and Physical Sciences (MPS),
and the Directorate for Biological Sciences are providing significant co-funding on
nearly ten projects. These jointly funded projects illustrate the NSDL program’s
facilitation of the integration of research and education that is an important strategic
objective of NSF. For information about projects from the previous two funding
cycles, see [10 and 11].

Current projects feature good coverage in the subject domains of the life sciences,
geosciences, various areas of engineering, the mathematical sciences, and several
cross-disciplinary areas. New projects from FY 2002 expand this coverage into areas
of chemistry and physics. New also are projects that focus on collections of video
materials, as well as continued work focusing on collections and services targeting the
pre-K to12 educational enterprise. Indeed nearly half of all existing and new projects
in the program have explicit linkages with the pre-K tol2 sector or strong secondary
efforts in that area. All projects feature interdisciplinary teams of principal
investigators representing a variety of backgrounds including expertise in the library
and information sciences, computer science, digital library research, disciplinary
content, and instructional design.

The past year of the program has also seen the emergence of an information
architecture framework for the library resulting from the joint efforts of the Core
Integration project and many of the Collections, Services, and Targeted Research
projects. An NSDL community produced white paper, “Pathways to Progress,” [12]
informed much of this work and has also stimulated the creation of a community
governance structure that is jointly establishing guidelines, practices, and policies for
participation in the larger NSDL building effort. Complete information on technical
and organizational progress including links to the community workspaces may be
found at the NSDL Communications Portal, see http://comm.nsdlib.org. All
workspaces are open to the public and interested organizations and individuals are
encouraged to learn more about NSDL and join in its development.

The Appendix lists all new awards displaying the title, the grantee institution, the
name of the Principal Investigator (PI), and the official NSF award number. Short
descriptions of the projects are also included. Full abstracts are available from the
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Awards Section at the NSDL Program site http://www.ehr.nsf.gov/ehr/due/
programs/nsdl/. Projects with shared titles are formal collaborations and are grouped
together.

4 Future Directions

The NSDL program expects to have another funding cycle in fiscal year 2003 with an
anticipated deadline for proposals in mid-April, 2003. Optional letters of intent would
be due in mid-March, 2003. Support for Collections, Services, and Targeted Research
will be available again. The new solicitation should be available online in early
January, see http://www.ehr.nsf.gov/ehr/due/programs/nsdl/.

Looking beyond the current programmatic emphases two interesting opportunities
bear examination. The first recognizes the international dimension of efforts to
improve education, particularly in STEM areas of inquiry. Though the languages used
to describe a scientific phenomenon may be varied, the underlying phenomenon itself
is common. Thus there is great opportunity to share high quality educational resources
particularly those of a digital nature across international boundaries. As globalization
continues, government agencies should continue to seek ways to define areas of
common interest and jointly support projects to exploit the power of digital library
technology in the service of education.

Secondly, there should be serious consideration of how to expand the scope of the
NSDL program beyond its science, technology, engineering, and mathematics content
domains. Notable digital library projects in other domains do exist, for example the
Perseus Project in the Humanities (see http://www.perseus.tufts.edu/), but there has
not yet emerged a strong advocacy for programmed funding of digital library projects
in “non-STEM” areas. However, if efforts are launched in this arena, there should be
coordination with existing programs such as DLI-2 and NSDL and other agencies
such as the Institute for Museum and Library Services (www.imls.gov). This will
enable advances in research and development, and progress towards the
implementation of distributed organizational and technological infrastructure to be
leveraged. A recent PITAC report does address some of these possibilities, Digital
Libraries: Universal Access to Human Knowledge (see
http://www.itrd.gov/pubs/pitac/pitac-dl-9feb01.pdf).
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Appendix

Collections Track

Projects are expected to aggregate and manage a subset of the library’s content within
a coherent theme or specialty.

BioSciEd Net (BEN) Collaborative: Cycle 2. Institution: American Association For
Advancement Science. PI: Yolanda George. DUE-0226185. The Biosci Ed Net
(BEN) Collaborative  (http://www.biosciednet.org/portal/) comprises twelve
professional societies and coalitions for biology education with an interest in
transforming the teaching and learning of undergraduate biology. Six collections from
BEN partners are currently featured, including the American Physiological Society
(APS), the Ecological Society of America (ESA), the American Society for
Microbiology (ASM), the American Society for Biochemistry and Molecular Biology
(ASBMB), the Human Anatomy and Physiology Society (HAPS), and Science’s
Signal Transduction Knowledge Environment (STKE).

www.eSkeletons.org: An Interactive Digital Library of Human and Primate Anatomy.
Institution: University of Texas at Austin. PI: John Kappelman. DUE-0226040. This
project is expanding the range of content at the www.eSkeletons.org, the degree of
learner interactivity with the materials, and the amount of interaction among users.
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New laser scanning equipment and improvements in high resolution X-ray computed
tomography technologies allow the inclusion of species of a much smaller body size
than before, with the completion of the scans accomplished on a much faster
timetable. The collection provides students with a more complete understanding of
the range of primate diversity and facilitates a great diversity of lab exercises.

Ceph School: A Pedagogic Portal for Teaching Biological Principles with
Cephalopod Molluscs. Institution: University of Texas Medical Branch at Galveston.
PI: Phillip Lee. DUE-0226334. Using cephalopods as model organisms, Ceph School
strives to have students understand basic principles in biology, observe the
methodology of scientific research and become familiar with cephalopods, and also
provide student and teacher-specific support. Collection modules are enhanced with
web cameras, videos, and links to additional data. From remote sites students observe
living animals in real time, use interactive maps to explore their geographical
distribution and habitats, learn about their anatomy, physiology and behavior, search
appropriate bibliographies, locate world experts, and participate in the scientific
process.

Collaborative Research: Health Education Assets Library. Institutions: University of
Oklahoma Health Sciences Center, University of Utah, and University of California-
Los Angeles. PI: Chris Candler, DUE-0226102; PI: Sharon Dennis, DUE-0226132;
and PI: Sebastian Uijtdehaage, DUE-0226314. The Health Education Assets Library
(HEAL) supports K-12, undergraduate, and professional health science education as
well as patient and consumer education. HEAL represents a collaboration of three
institutions: the University of Utah, UCLA, and the University of Oklahoma Health
Sciences Center, together with the National Library of Medicine and the Association
of American Medical colleges. These partnerships have facilitated the formation of a
rapidly growing network of institutions that seek either to contribute teaching
resources directly to the HEAL collection or enable seamless bridging to their
collections.

Advanced Placement Digital Library for Biology, Physics and Chemistry. Institution:
William Marsh Rice University. PI: Siva Kumari. DUE-0226317. Rice University, in
collaboration with the College Board, is creating the Advanced Placement Digital
Library (APDL), an online digital library for high school Advanced Placement (AP)
students and teachers of Biology, Physics and Chemistry (BPC).

Marine Mammal Commission Digital Library of International Environmental and
Ecosystem Policy Documents. Institution: Ohio State University Research
Foundation. PI: Paul Berkman. DUE-0226195. This project is developing a
sustainable single-source digital collection of international environmental and
ecosystem policy documents that facilitates knowledge discovery, supports a “rich
learning environment” and benefits researchers, teachers, students, diplomats and
decision-makers throughout society from global to local levels. Materials for this
collection are gleaned from the Marine Mammal Commission’s five-volume
Compendium of Selected Treaties, International Agreements, and Other Relevant
Documents on Marine Resources, Wildlife, and the Environment.
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Collaborative Research: TeachEngineering - Hands-on Engineering. Institutions:
Tufts University, University of Oklahoma Norman Campus, University of Colorado
at Boulder. PI: Martha Cyr, DUE-0226191; PI: Michael Mooney, DUE-0226236; and
PI: Jackie Sullivan, DUE-0226322. This project builds on extensive K-12 engineering
curriculum developments funded by the NSF GK-12 program with several
engineering colleges collaborating to create an on-line digital library of engineering
resources (the TeachEngineering Collection) for use by K-12 teachers and
engineering college faculty conducting outreach in their communities. Lead
institutions are the University of Colorado, the University of Oklahoma, and Tufts
University, and each is partnered with numerous local school districts to promote
engineering as a vehicle for math and science integration.

A Digital Library Collection for Computer Vision Education. Institution: Swarthmore
College. PI: Bruce Maxwell. DUE-0226273. This project is gathering high-quality
material into a comprehensive digital library collection for computer vision education.
The resource links to assignments at a variety of institutions and hosts a set of vetted
assignments, complete with data sets and solutions. In addition, it contains
educational resources such as lecture notes, links to other computer vision courses,
and reviews of textbooks, software, and hardware.

Advanced Technology Environmental Education Library (ATEEL). Institution:
Eastern Towa Community College District. PI: Ellen Kabat Lensch. DUE-0226116.
ATEEL serves the environmental information needs of environmental technology
students, educators, and technicians as well as individuals with an interest in or a
knowledge requirement of environmental issues. Project partners include the
Advanced Technology Environmental Education Center (ATEEC), Massachusetts
Institute of Technology (MIT), Partnership for Environmental Technology Education
(PETE), and the Davenport Public Library.

Harvard-Smithsonian Digital Video Library. Institution: Smithsonian Institution
Astrophysical Observatory. PI: Matthew Schneps. DUE-0226354. The Harvard-
Smithsonian Center for Astrophysics is assembling and managing an extensive
collection of STEM digital video materials for education including programs such as
“A Private Universe” and professional development materials created for the
Annenberg/Corporation for Public Broadcasting project. Materials span a variety of
topics and formats and include high-quality, case-study footage showing teaching in
action, rare and difficult to create materials documenting children’s ideas in science
and mathematics, interviews with internationally prominent researchers in STEM
learning, and computer animations and other costly visualizations of STEM concepts.

The Moving Image Gateway. Institution: Rutgers University New Brunswick. PI:
Grace Agnew. DUE-0226140. The Moving Image Gateway is developing a web
portal for moving images that combines an archives directory database with a union
catalog to provide access to the world’s moving image collections. Initially archives
of moving images in the Library of Congress, Cable News Network, National
Geographic Television, the National Library of Medicine, the Oregon Health Sciences
University, ResearchChannel, and the Smithsonian Institution are being made
available to STEM students, educators, and researchers, as well as the general public.
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Teachers’Domain - Physical Science and Engineering. Institution: WGBH
Educational Foundation. PI: Michele Korf. DUE-0226184. The Teachers Domain
Digital Library is harnessing the extensive broadcast, video, and interactive
programming resources of WGBH to support standards-based teaching and learning
at the K-12 level. Initially focused on the life sciences, the collection is now
expanding its coverage to include the physical sciences and engineering. Through a
searchable, web-based repository of contextualized multimedia units teachers are
easily accessing materials for their own professional development as well as to enrich
classroom activities for students.

Viewing the Future: Aligning Internet2 Video to K-12 Curriculum. Institution: Merit
Network, Inc.. PI: Marcia Mardis. DUE-0226323. The University of Washington and
the ResearchChannel are using high quality Internet2 video resources to build a
collection of STEM materials for the K-12 community. These resources are being
aligned to state and national curriculum standards, including relevant classroom
assessments.

An Active Object-Based Digital Library for Microeconomics Education. Institution:
University of Arizona. PI: James Cox. DUE-0226344. Using an Open Archives
Initiative (OAI)-compliant approach, this project is developing an extensible and
scalable collection of Microeconomics related content that incorporates experimental
software and automated e-commerce agents that simulate markets and enable the
exploration of intelligent trading systems.

Earth Exploration Toolbook: A Collection of Examples of Educational Uses of Earth
System Science Tools, Datasets and Resources. Institution: TERC Inc. PI: Tamara
Ledley. DUE-0226199. The Earth Exploration Toolbook (EET) guides educators at
both the pre-college and college levels on how to use, in an educational context,
various Earth system tools and datasets developed and archived by and for scientists.
Examples provide educators experience with and in-depth knowledge of these
resources to be able to use them in other contexts, and to help their students use them
to explore and investigate issues in Earth system science.

Linking Pedogogy, Resources and Community Interaction to Support Entry-Level
Undergraduate Geoscience Courses. Institution: Carleton College. PI: Cathryn
Manduca. DUE-0226243. This project targets faculty teaching entry-level geoscience
to college students and is exploring ways that the NSDL can catalyze improvement in
undergraduate teaching and learning. The collection contains the full suite of
resources needed to support faculty teaching at the entry level including teaching
resources (e.g., visualizations; field, lab, and classroom activities; problem sets),
information on effective teaching methods, and examples of successful teaching in the
geosciences.

The Journal of Chemical Education Digital Library. Institution: University of
Wisconsin-Madison. PI: John Moore. DUE-0226244. The Journal of Chemical
Education (JCE) is creating the JCE Digital Library with four new collections joining
the considerable digital material already available at JCE Online. DigiDemos
comprises digitized text, graphics, sound, and video of chemical demonstrations.
Computer Algebra Systems contains documents for Mathcad, Mathematica, Maple, or
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MATLAB to help students learn mathematically intensive aspects of chemistry. JCE
WebWare delivers animations, simulations, calculations, and other pedagogically
useful items to promote discussion and interaction among students, and to provide
new insights through graphic and other non-traditional means. Resources for Student
Assessment include homework, quiz, and examination questions with anytime
anywhere, feedback and tutoring based on student responses, and new approaches to
student assessment.

Collaborative Research: To Enhance the Depth, Breadth, and Quality of the
Collections of the Digital Library of Earth System Education (DLESE). Institutions:
American Geological Institute, Dartmouth College, Foothill College, and Columbia
University. PI: Sharon Tahirkheli, DUE-0226196; PI: Barbara DeFelice, DUE-
0226233; PI: Christopher DiLeonardo, DUE-0226289; and PI: Kim Kastens, DUE-
0226292. This project is improving the breadth, depth and quality of the Digital
Library for Earth System Education (DLESE) through a set of four integrated tasks.
The first is a systematic comparison of the scope and balance of the existing resources
with those desired by the geosciences community. The second and third focus on
filling identified gaps or thin spots in the collection and cataloging of resources.
Finally, the fourth continues development and implementation of a Community
Review System

Collaborative Research: A Digital Library Collection for Visually Exploring United
States Demographic and Social Change. Institutions: CUNY Queens College and
University of California-Los Angeles. PI: Andrew Beveridge, DUE-0226279 and PI:
David Halle, DUE-0226295. This collaborative project between CUNY and UCLA is
developing a collection of web-based materials that depict and explore growth and
social change in the United States based on US census data at the county, tract, and
city levels, stretching back in some cases to the late 1700s. It is accessible to students
from elementary through postgraduate school, library users, the media, and all others
interested in relating a variety of demographic and other data to one another. In
addition users may visualize data in the form of maps and charts, download data for
further analysis, and relate data to specific issues in the social sciences.

ComPADRE: Communities for Physics and Astronomy Digital Resources in
Education. Institution: American Association of Physics Teachers. PI: Bruce Mason,
DUE-0226129. The American Association of Physics Teachers (AAPT), the
American Physical Society (APS), the American Institute of Physics/Society of
Physics Students (AIP/SPS), and the American Astronomical Society (AAS) are
creating an interconnected set of digital collections of educational materials and
providing specific learning environments accessible to learners and teachers from
elementary school through graduate school. ComPADRE?s initial collections include
resources for introductory astronomy, quantum physics, pre-college physical science
teachers, undergraduate majors or prospective majors in physics and astronomy, and
informal science education.

Collection Building and Capacity Development for K-12 Federally-Produced
Mathematics and Science Education Digital Resources. Institution: Ohio State
University Research Foundation. PI: Kimberly Roempler. DUE-0226228. The
Eisenhower National Clearinghouse is aggregating science and mathematics
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education resources developed through Federal funding, to make them easily and
meaningfully accessible by teachers, parents, and students. It is also laying the
groundwork for ensuring that future resource and materials development adheres to
standard metadata schema and tagging practices, on which efficient and relevant
search, navigation, and access to content rests.

Kinematic Models for Design Digital Library (K-MODDL). Institution: Cornell
University - Endowed. PI: John Saylor. DUE-0226238. A team of faculty and
librarians are aggregating educational materials associated with the 220 late 19th-
century model machine elements designed for research and teaching by the founder of
modern kinematics, Franz Reuleaux (1829-1905). Resources of the collection include
still and navigable moving images of these kinematic teaching models; systematic
descriptions, and historical and contemporary documents related to the collection of
the mechanisms; computer simulations of mathematical relationships associated with
the movements of the mechanisms, and sample teaching modules that employ the
models and simulations in the classroom at the undergraduate, secondary and middle
school levels.

Second Generation Digital Mathematics Resources with Innovative Content for
Metadata Harvesting and Courseware Development. Institution: University of Illinois
at Urbana-Champaign. PI: Bill Mischo. DUE-0226327. This project is developing
second-generation capabilities for two mathematical digital collections that support
mathematics, engineering, physics, and applied sciences education and research: the
"MathWorld" site at http://mathworld.wolfram.com and the "Functions" site at
http://functions.wolfram.com. Functional enhancements are being added to these
sites, and collection and item-level metadata from these resources are being integrated
into the NSDL Metadata Repository framework via maintenance of an Open Archives
Initiative (OAI) server.

Math Tools Project. Institution: Drexel University. PI: Eugene Klotz. DUE-0226284.
The Math Forum (www.mathforum.org) is aggregating mathematical software critical
to the learning of school mathematics, including software for handheld devices, small
interactive web-based tools such as applets, and other small modules based on
software application packages.

Collaborative Project: Physics Teaching Web Advisory (Pathway) -- A Digital Video
Library for Enhancement and Preparation of Physics Teachers. Institutions:
Carnegie-Mellon University and Kansas State University. PI: Scott Stevens, DUE-
0226219 and PI: Dean Zollman, DUE-0226157. Kansas State University and
Carnegie-Mellon University are creating a proof-of-concept demonstration of a new
type of digital library for physics teaching. The project brings together several long-
standing research projects in digital video libraries, advanced distance learning
technologies, and collaboration technologies, and nationally known experts in physics
pedagogy and high-quality content. The project builds on Carnegie Mellon
University’s Informedia Digital Video Library, which is addressing the problem of
information extraction from video and audio content, and "synthetic interviews" of
master physics teachers.
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Services Track

Projects are expected to develop services that support users, collection providers, or
the core integration capabilities, and enhance the impact, efficiency, and value of the
library.

Digital Library Service Integration. Institution: Foundation @ NIJIT, New Jersey
Institute of Technology. PI: Michael Bieber. DUE-0226075. This project is
developing a Digital Library Service Integration infrastructure that enables a
systematic approach to sharing relevant information services within a seamless,
integrated interface. In addition to integrating relatively simple services, the project is
also exploring the sharing of services that require customization, such as peer review,
to a particular collection or community, incorporating collaborative filtering for
customizing large sets of links, and developing advanced lexical analysis tools.

The Development and Use of Digital Collections to Support Interdisciplinary
Education. Institution: Washington and Lee University. PI: Frank Settle. DUE-
0226152. This project is using the Alsos Digital Library (http://alsos.wlu.edu) as a
model for educators wishing to develop digital collections for educational uses,
especially those that are multidisciplinary and integrate science and technology with
the humanities. A series of workshops targets faculty who want to connect digital
collections to their courses through credible, digital, searchable, annotated references.
Topics include collection development, software systems, processes for editing
materials, integration of collections into courses and curricula, evaluation, and
dissemination. Additional discussion centers on assessment, maintenance, culling,
technology migration, security, collaboration, and integration into larger digital
libraries.

Access NSDL. Institution: WGBH Educational Foundation. PI: Madeleine Rothberg.
DUE-0226214. The National Center for Accessible Media (NCAM), a joint effort of
WGBH and the Corporation for Public Broadcasting, is building the capacity of the
NSDL to serve learners with disabilities. Through this project the NSDL is benefiting
from and contributing to the national and international dialogue on access
specifications for online learning resources to meet the needs of users with disabilities
and to ensure interoperability of accessible content.

Optimizing Workflow and Integration in NSDL Collections. Institution: University of
Wisconsin-Madison. PI: John Strikwerda. DUE-0226332. This project is creating
turn-key software for collection developers to manage their organizing and cataloging
tasks and to create and share item-level metadata. In addition a digital library
workflow management knowledge archive is under development.

The NSDL Collaboration Finder: Connecting Projects for Effective and Efficient
NSDL Development. Institution: California State University, Trustees. PI: Brandon
Muramatsu. DUE-0226277. This project is developing a web-based, searchable and
browsable database tool to capture information about the goals, ongoing activities,
deliverables, schedules, development stages and discipline areas covered by NSDL
projects. Cooperatively populated by the NSDL community and organized by its
shared vision, the Collaboration Finder works with the NSDL Community Services
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Standing Committee to facilitate its use by the existing collections, services, and
targeted research track projects.

Unleashing Supply: Services for Collaborative Content Development. Institution:
Wayne State University. PI: Robert Stephenson. DUE-0226367. This project is
exploring how to increase the number and quality of STEM Education learning
objects by facilitating virtual communities of content developers. An open course
application service provider hosts the collaboration tools needed for each community,
including a directory of open course projects, a collection of Web-based tools for
student use, a consultant database to connect projects with skilled experts, and a set of
licenses suitable for open course learning objects. This project is enabling the NSDL
to explore an infrastructure to support future content acquisition for its collections.

A Digital IdeaKeeper For K-12: NSDL Scaffolded Portal Services for Information
Analysis and Synthesis. Institution: University of Michigan Ann Arbor. PI: Chris
Quintana. DUE-0226241. The “IdeaKeeper” is a specialized scaffolded NSDL portal
for K-12 science learners with services that support students in analyzing library
resources and synthesizing the information into arguments addressing their questions.
IdeaKeeper is being deployed in Detroit middle school classrooms to assess the
impact of such supportive digital library services on how well they support students in
doing information analysis/synthesis and how much students learn about information
analysis/synthesis.

Strand Maps as an Interactive Interface to NSDL Resources. Institution: University of
Colorado at Boulder. PI: Tamara Sumner. DUE-0226286. The Strand Map Service
provides an interactive and flexible interface to the NSDL’s educational resources by
mapping them to interrelated science learning goals based on the AAAS Benchmarks
for Science Literacy and the NRC National Science Education Standards. The service
enables educators and learners 1) to discover educational resources that support the
learning goals articulated in the strand maps; 2) to browse the interconnected learning
goals in the strand maps; and 3) to enhance their own content knowledge by exploring
important background information such as prior research on student misconceptions.

Scaling the Peer Review Process for National STEM Education Digital Library
Collections. Institution: California State University, Trustees. PI: Gerard Hanley.
DUE-0226269. This project is addressing a key challenge to implementing and
scaling peer review systems for NSDL collections, namely high costs associated with
face-to-face training, retention of reviewers, and the difficulty reviewers face in
keeping pace with the rapidly increasing size of digital collections of educational
material. A professional development module for training peer reviewers targets
NSDL collection developers (and others) to effectively and efficiently implement and
sustain peer review of their collections. To facilitate adaptation and usage by other
collections, the module is designed as a channel adaptable to the uPortal framework
being implemented by the NSDL Core Integration development team.

Collaborative Proposal: Managing Authority Lists for Customized Linking and
Visualization: A Service for the National STEM Education Digital Library.
Institutions: Johns Hopkins University and Tufts University. PI: Golam Choudhury,
DUE-0226234 and PI: Gregory Colati, DUE-0226304. The Services for a
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Customizable Authority Linking Environment (SCALE) project supports two broad
classes of service for the NSDL. First are linking services that automatically bind key
words and phrases to supplementary information to help students, professionals
outside a particular discipline, and the interested public to read documents full of
unfamiliar technical terms and concepts. A second class of service bases automatic
linking on authority control of names and terms and on links among different
authority lists such as thesauri, glossaries, encyclopedias, subject hierarchies, and
object catalogues.

Targeted Research Track

Projects are expected to explore specific topics that have immediate applicability to
the Collections or Services track or to the NSDL as a whole.

Using Spatial Hypertext as a Workspace for Digital Library Providers and Patrons.
Institution: Texas Engineering Experiment Station. PI: Frank Shipman. DUE-
0226321. This project is investigating the use of spatial hypertext by digital library
patrons to build personal and shared annotated digital information spaces, and by
digital library providers to organize, annotate, and maintain collections of digital
information. Spatial hypertext enables users to collect source materials as information
objects in a set of two-dimensional spaces and imply attributes of and relationships
between the materials via visual and spatial cues.

ReMarkable Texts: A Digital Notepad for the NSDL. Institution: Brown University.
PI: Andy van Dam. DUE-0226216. Faculty and students are investigating capabilities
for an innovative pen-based digital notebook to enable users, particularly students, to
work and interact with NSDL’s digital materials in a personalized manner. The main
features include viewing, taking notes on, annotating (e.g. freehand ink, post-it notes,
and bidirectional fine-grained hyperlinks), organizing, and collaborating on
multimedia documents, all with the ability to replay the temporal sequence of one's
notes in the contexts in which they were made. Whiteboarding and audio facilities are
also supported.

Effective Access: Using Digital Libraries to Enhance High School Teaching in STEM.
Institution: Education Development Center. PI: Katherine Hanson. DUE-0226483.
This project is studying the use of networked digital resources by secondary school
science, technology, engineering, and mathematics (STEM) teachers as they seek and
select quality materials and tailor them to fit the learning environment of their
classroom. Areas of interest include: characterizing the use of digital resources for
preparing lessons and for incorporating materials directly into student projects; and
investigating types of software tools, lesson templates, and support that enable
teachers to integrate digital library resources into general classroom settings.

Question Triage for Experts and Documents: Expanding the Information Retrieval
Function of the NSDL. Institution: University of Massachusetts Amherst. PI: W.
Bruce Croft. DUE-0226144. This project is investigating the merger of the
information retrieval (IR) and digital reference components of the National STEM
Education Digital Library (NSDL). Combining these functions enables users to find
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answers to questions regardless if those answers come from documents in NSDL
collections or experts accessible through the NSDL’s virtual reference desk.

MetaTest: Evaluating the Quality and Utility of Metadata. Institution: Syracuse
University. PI: Elizabeth Liddy. DUE-0226312. Researchers are evaluating the use
and utility of metadata from multiple perspectives. These include the comparison of
the subjective quality of metadata that is assigned both manually and automatically to
learning resources; the comparison of the retrieval effectiveness due to metadata that
is assigned manually versus automatically to learning resources; determination of
searching and browsing behaviors of users when engaged in information seeking in
the digital library; and an analysis of the relative contribution of individual elements
of the GEM + Dublin Core metadata scheme to users’ searching and browsing
behavior.

Integrating Digital Library Resources into Online Courses. Institution: Texas
Engineering Experiment Station. PI: Connie McKinzie. DUE-0226217. This project is
investigating a model for integrating content from NSDL into online and web-
enhanced courses in higher education, using as a testbed community the students and
faculty at the Texas A&M Electronic Teachers College (ETC). Services under
investigation include mapping of modular learning object content to teacher
certification competencies in high area needs such as mathematics; defining
competency-based metadata vocabularies for these learning objects that reflects the
teacher certification requirements; and creating a Content-Packaging Tool Suite to
enable faculty to select learning objects from a repository, build them into learning
modules, and connect them into course-management systems or other delivery
platforms.
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Although the field of digital libraries is still young, digital library collections have
been built around the world and are being deployed on numerous public web sites.
But what is a digital library, exactly? In many respects the best way to characterize
the notion is by extension, in terms of actual examples, rather than by intension as in a
conventional definition. In a very real sense, digital libraries are whatever people
choose to call by the term “digital library.”

The Greenstone Digital Library Software' provides a way of building and
distributing digital library collections, opening up new possibilities for organizing
information and making it available over the Internet or on CD-ROM (Witten and
Bainbridge, 2003). Produced by the New Zealand Digital Library Project, Greenstone
is intended to lower the bar to the construction of practical digital libraries, yet at the
same time leave a great deal of flexibility in the hands of the user.

In accordance with the maxim “simple things should be easy, complex things should
be possible” new users can quickly put together standard-looking collections from a
set of source documents that may be HTML, Word, PDF, or many other formats
(Witten et al, 2001). Given an existing collection, it is easy to clone its structure and
populate an identical copy with entirely new documents, provided they are in the
same formats as those in the existing collection. A more committed user who studies
the options that Greenstone offers can personalize the digital library system and create
new kinds of collection that take advantage of available metadata to provide different
kinds of browsing facilities, which are akin to different perspectives on the collection.
Users with programming skills can extend the system by adding modular units called
“plugins” that accommodate new document and metadata formats, and new browsing
and document access facilities.

Greenstone has been used to make many digital library collections. Some were
created within NZDL as demonstration collections. However, the use of Greenstone
internationally is growing rapidly, and several web sites show collections created by
external users. Most contain unusual and interesting material, and present it in novel
and imaginative ways. This paper briefly reviews a selection of Greenstone digital
library sites to give a feeling for what public digital libraries are being used for.
Examples are given from different countries: China, Germany, India, Russia, UK, US;

' Available from WWwWw.greenstone.org

E.-P. Lim et al. (Eds.): ICADL 2002, LNCS 2555, pp. 67-74, 2002.
© Springer-Verlag Berlin Heidelberg 2002
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different kinds of library: historical, educational, cultural, research; different sorts of
source material: text, document images, pictures, voice. There are many more
examples of Greenstone in other places: this is just a small sampling.

Examples of Digital Libraries

China

Peking University digital library

An experimental collection was created by the
Chinese Department at Peking University with
the assistance of a NZDL project member who
visited there some years ago. It contains
rubbings of Tang Dynasty poetry, whose
originals were carved into wood or stone.
These are collections of images, but the text
has been hand-entered into electronic form.
The entire interface is in Chinese, and, like all
Greenstone collections, is fully searchable.

Germany Digitale Bibliothek Information und Medien

India

This “Information and Media” digital library
created by the University of Applied Sciences,
Stuttgart, Germany, includes three collections:
a bibliography, full-text documents about
digital libraries and related topics, and
technical documentation on the Linux
operating system.

While most digital libraries give every
appearance of being unmanned, this one
advertises an administrator and helpdesk, both
reachable by email.

Archives of Indian Labour

A collaborative project between the National
Labour Institute and the Association of Indian
Labour Historians, the Archives of Indian
Labour are dedicated to preserving and
making accessible historic documents on the
Indian working class. This library contains
collections on the All India Trade Union
Congress (1928-96), the Commission on
Labour (1930-1991), an Oral History of the
Labour Movement in India, and special
collections on key events in India’s labour
history.

http://162.105.138.23/tapian/tp.htm

http://diana.iuk.hdm-stuttgart.de/
digbib/gsdl/cgi-bin/library
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Russia Mari El Republic government information

UK

UK

The regional government department in the
Mari El Republic of the Russian Federation
has built several Russian-language collections.
This site is interesting because, by themselves
and on their own initiative, they added a
Russian-language interface to Greenstone,
which at the time offered several other
different user interface languages. Since then,
interfaces in languages such as Hebrew and
Indonesian have been added to the standard
list, which includes most European languages,
Chinese, Arabic, and Maori.

Gresham College Archives

This collection includes all lectures given at
the Gresham College, London, from 1987,
among with many other special publications,
such as the Brief History of Gresham College
(1597-1997). It is divided manually into the
various subjects covered by the College. The
collection is also issued on a standalone
Greenstone CD-ROM that can self-installs on
any Windows computer and is accessed
through a Web browser in exactly the same
way as the online version.

Kids’ digital library

A project at Middlesex University has been
experimenting with a “Kids’ digital library,”
deployed in a school in North London.
Children can submit stories and poems to the
library, which contains a collection of their
own work. Teachers can monitor submissions
before they are incorporated. This project has
involved significant changes to Greenstone at
the coding level, which is made possible
because Greenstone is open source software.

http://gov.mari.ru/gsdl/cgi/library
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Us

US

US

LH. Witten

Project Gutenberg

An on-going project to produce and
distribute  free electronic editions of
literature, Gutenberg now contains more than
3,700 titles from Shakespeare to Dickens to
the Bronte sisters. This site, maintained by
Ibiblio, one of the original Gutenberg mirror
sites, uses Greenstone to make the entire
collection available in fully searchable form.
Access to large collections through full-text
search is simple, fast, requires no metadata,
and scales easily to massive amounts of text.

Center for the Study of Digital Libraries

This digital libraries research site at Texas
A&M University has an emphasis on digital
floras—collections of digital images of
plants. There are several prototype Green-
stone collections containing numerous plant
images, classified according to a family tree,
and a separate collection with detailed
biological descriptions of plants. Good use is
made of Greenstone’s hierarchical browsing
facilities to allow access through standard
biological taxonomic structures.

Music information retrieval research

This site calls itself the “virtual home of
music information retrieval research.” Its
main content comprises two fully-searchable
and browsable bibliographic collections: a
research  bibliography comprising vital
research papers in the field of Music
Information Retrieval; and a background
bibliography with introductory materials to
the various fields which come together in
Music Information Retrieval. However, it
does not yet use Greenstone’s exten-
sive music retrieval capabilities ( see below,
under New Zealand Digital Library).

http://public.ibiblio.org/gsdl/cgi-bin/
library.cgi?a=p&p=about&c=gberg
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Pictures of the world http://tuatara.ucr.edu/gsdl-bin/
library?a=p&p=about&c=pictures
. . . ECTETIOSITSETSTT— L]
This is a personal collection of photographs, =&=w== =
due to Gordon Paynter, which presents a rich ——

set of searching and browsing options—by
date, place, title, and reel of film. Although
quite small at present, there are virtually no
limits to the amount that it can grow, because SO —

all the structure is based on metadata, which is e
quite small in volume. During early testing,
Greenstone was used to build collections of
over 10 million relatively lengthy metadata -
items (in the form of MARC records) without ==
any problems arising.

The metadata for these photographs was entered in a succinct XML format
that allows multiple assignments of metadata to the same item, and a single
metadata assignment to apply to several items. The directory hierarchy
containing the source files, or the filename conventions, can be used to allow
assignment of the same metadata value simultaneously to large numbers of
files. When new metadata values are assigned to an item, any previous
values can be added to, or ignored.

Aladin digital library http://www.aladin.wrlc.org/gsdl/

aiixi

This site contains digital material from the ===r====
special collections of the seven universities of |£
the Washington Research Library Consortium
in Washington D.C. There are presently four
collections. The first contains documents
recording the foundation and day-to-day
operation of the American National Theatre
and Academy. The second has images of
deeds, certificates, brochures, studies, reports,
and correspondence documenting the history
of Reston, Virginia. The third has one hundred :
illustrations produced for the Harper’s Weekly during 1861-1865 which
relate specifically to the Commonwealth of Virginia’s involvement in the
Civil War. The fourth is a predominantly audio collection that gives
recordings of interviews conducted by Felix Grant of jazz and blues artists.
For copyright reasons, access to the digital audio files is restricted to
members of the Washington Research Library Consortium.

=
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Us New York Botanical Garden not yet released

:Iau

The LuEsther T. Mertz Library has begun to ======
digitize and make Web-accessible three rare
19th century works on American trees by
French botanists André and Francois André
Michaux. This eight-volume collection of
three important illustrated botanical books
reflects the early investigation of the flora of
North America by botanists who were seeking
new plants for commerce and horticulture. It
contains many gorgeous full color plates.

Us Mercy Corps

The Mercy Corps, centered in Portland Oregon and with operations in about
thirty of the world’s most unstable countries, is using Greenstone to organize
its extensive collection of in-house documents, manuals, forms, and memos.
This is not a public site. However, it is especially noteworthy because Mercy
Corps have made significant enhancements to Greenstone to support a
workflow for new acquisitions to the library. Field offices submit new
documents by filling out metadata on a simple web-based form and attaching
the document. It arrives in the in-tray of a central librarian who checks it for
correctness and integrity before finally including it in the appropriate
collection. Collections, rebuilt automatically every night, are available on the
web for in-house use, and are written at regular intervals to CD-ROM for
physical distribution.

NZ New Zealand Digital Library http://www.nzdl.org

shows several dozen  demonstration
collections built by project staff. Some
highlight particularly unusual capabilities: |
here are two. '

The New Zealand Digital Library website =5== == “N-Jl

The Musical Digital Library subsection
offers several innovative collections that
involve music retrieval by singing or
humming a snatch of the desired tune. In
some collections, text search can be | —
combined with melody matching to yield a

more comprehensive search technique.

First Aid in Pictures is a collection designed for illiterate users: it presents
purely pictorial, diagrammatic, information on basic First Aid. All the
indexing mechanisms are also purely visually based. Explanatory text can be
displayed at the bottom of each page, and spoken by a voice synthesizer.
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Intl Humanitarian collections http://www.globalprojects.org
Greenstone is bein, used to deliver i
g H'l_.pmanlty Development Library
*
F

dhwlopment and basic Auman nesds

humanitarian and related information in
developing countries on CD-ROM. There are
about twenty different collections from
organizations such as the United Nations
University, UNESCO, Food and Agri-culture
Organization, the World Health Organization,
the Pan-American Health organization, GTZ,
the United Nations Development Programme,
and UNAIDS. e e e e s _
Many of these are produced by Human Info, a small NGO in Belgium, in
conjunction with an OCR service bureau in Romania.

Intl UNESCO project http://www.unesco.org/webworld/build_info/
get/bestpractices/anthologies.shtml

UNESCO is participating in developing and | NDL - omaninio 1D« WSO
distributing Greenstone. Digital libraries are :
radically reforming how information is
disseminated and acquired in UNESCO’s
partner communities and institutions in the
fields of education, science and culture around
the world, particularly in developing e
countries. The Greenstone project is an  Greenstone sadl 5
international ~ cooperative  effort ~ with | Digital Library [z A :
UNESCO established in August 2000. This e Dot
initiative will encourage the effective deployment of digital libraries to share
information and place it in the public domain.

Intl Global Library Services Network http://www.glsn.com

GLSN provides remote communities with :

access to digital libraries for use offline. It
implements an architecture and infrastructure
to allow large-scale non-networked digital
libraries in remote places to be acquired,
installed, and updated, on a commercial (but
low-cost) basis. GLSN makes arrangements i
with information providers, both commercial and non-commercial, to
populate the collections. There are many freely available demonstration
collections, mostly on health topics (Adolescent Health, Asthma, Chinese
medicine, to name just a few).

GLSN uses Greenstone at its core. Like the Peace Corporation (see above), it
has extended the basic facilities of Greenstone with an interactive web-based
interface for selecting documents and gathering metadata.
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Conclusion

The examples above show a wide variety of different types of digital library. And
they are by no means exhaustive: we know of many other Greenstone collections in
countries from Canada to South Africa, some of which have unusual features such as
collections optimized for viewing on small-screen handheld devices.

The last four examples represent institutional rather than individual users. Each
has large numbers of different collections. The New Zealand Digital Library, which
originated Greenstone, offers scores of collections and represents the cutting edge of
digital library research using Greenstone as a vehicle for dissemination. The
Humanitarian collections involve a huge ancillary effort in digitizing thousands of
books, reports, and other documents for inclusion on Greenstone CD-ROMs, and a
vast distribution mechanism—fifty thousand copies are distributed annually, of which
60% are provided free. The UNESCO project distributes not information collections
themselves but the capacity to build new information collections, which is a more
effective strategy for sustained long-term human development. Finally, Global
Library Services Network is a large-scale commercial application of Greenstone
which is aimed at the educational and health sectors, particularly in remote regions.

Virtually every new collection involves its own idiosyncratic requirements.
Consequently, those building digital libraries need constant access to advice and
assistance from others, in order to continue to learn how to tailor the software to meet
ever-changing new requirements. There is a lively email discussion group for
assistance with Greenstone; it contains participants from over 40 different countries.
The software itself is being downloaded around 1500 times per month, on average.

Truly the world of practical digital libraries is burgeoning. The time has come to
stop talking about digital libraries and get on with building them!

Acknowledgements. The Greenstone Digital Library software has grown out of the
stimulating research environment of the New Zealand Digital Library project, and I
would like to acknowledge the profound influence of all project members.
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Data Mining Technologies for Digital Libraries and
Web Information Systems
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In the first half of the talk, I will discuss data mining technologies that can result in
better browsing and searching. Consider the problem of merging documents from dif-
ferent categorizations (taxonomies) into a single master categorization. Current classi-
fiers ignore the implicit similarity information present in the source categorizations. I
will show that by incorporating this information into the classification model, classifi-
cation accuracy can be substantially improved [1]. Next, I will demonstrate novel
search technology that treats numbers as first-class objects, and thus yields dramati-
cally better results than current Web search engines when searching over product de-
scriptions or other number-rich documents [2].

The second half of the talk will focus on privacy. I will give a brief introduction to
the field of private information retrieval [3], which allows users to retrieve documents
without the library identifying which document was retrieved. I will then cover the
exciting new research area of privacy preserving data mining [4] [5], which allows us
to build accurate data mining models without access to precise information in indi-
vidual data records, thus finessing the potential conflict between privacy and data
mining.
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Abstract. In this paper, two novel approaches are proposed to extract important
sentences from a document to create its summary. The first is a corpus-based
approach using feature analysis. It brings up three new ideas: 1) to employ
ranked position to emphasize the significance of sentence position, 2) to re-
shape word unit to achieve higher accuracy of keyword importance, and 3) to
train a score function by the genetic algorithm for obtaining a suitable combi-
nation of feature weights. The second approach combines the ideas of latent
semantic analysis and text relationship maps to interpret conceptual structures
of a document. Both approaches are applied to Chinese text summarization. The
two approaches were evaluated by using a data corpus composed of 100 articles
about politics from New Taiwan Weekly, and when the compression ratio was
30%, average recalls of 52.0% and 45.6% were achieved respectively.

1 Introduction

With the advent of the Information Age, people are faced with the problem of finding
relevant information efficiently and effectively. Today, text searching and summari-
zation are two essential technologies to solve this problem. Text search engines serve
as information filters that retrieves an initial set of relevant documents, and text sum-
marizers play the role of information spotters to help users locate a final set of desired
documents [7].

Automated text summarization extracts the essence of a text. In general, the proc-
ess can be decomposed into three phases: analyzing the input text, transforming it into
a summary representation, and synthesizing an appropriate output [16]. Text sum-
marizers can be roughly classified into two categories: one is based on feature analy-
sis [1] [6] [10] [13] [15] [18], and the other is based on the understanding of the
meaning of the text [2] [3] [7] [10] [11] [17] [19]. The former estimates the possibility
that a sentence belongs to the summary according to a statistical model. The latter
identifies conceptual structures in the document by external resources, such as Word-
Net [21], and generates a summary according to the structure representations.

In this paper, we present two novel approaches: Modified Corpus-based Approach,
and LSA-based T.R.M. Approach. The first is based on feature analysis, and the sec-
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ond uses latent semantic analysis (LSA) and a text relationship map (T.R.M) to ex-
tract salient semantic information from the document.

The remainder of this paper is organized into five sections. Section 2 describes re-
lated studies, Section 3 and Section 4 elaborate our two approaches, Section 5 pres-
ents the experimental results, and Section 6 gives conclusions.

2 Related Work

2.1 The History of Text Summarization

Research on text summarization started in the 1950s. Due to the lack of powerful
computers and Nature Language Processing (NLP) techniques, early work focused on
the study of text genres such as position and cue phrases [6]. From the 70s to the early
80s, Artificial Intelligence (AI) was applied. The idea was to employ knowledge rep-
resentations, such as frames or templates, to identify conceptual structures of a text
and find salient concepts by inference [2] [18]. But, the main drawback is that limited
templates make conceptual structures incomplete.

Since the early 90s, Information Retrieval (IR) has been used [1] [10] [13] [18]. As
with IR, text summarization can be regarded as how to find significant sentences in a
document. However, since IR techniques applied to text summarization focus on
symbolic-level analysis, it does not take semantic issues into account. Besides the
above techniques, there are still two kinds of methods. One is based on cognitive psy-
chology and the other is based on computational linguistics.

2.2 Corpus-Based Approaches

Recently, corpus-based approaches have played an important role in text summariza-
tion [1] [10] [13] [18]. By exploiting technologies of machine learning, it becomes
possible to learn rules from a corpus of documents and the corresponding summaries.
The process is decomposed into two phases: the training phase and the test phase. In
the training phase, the system extracts particular features from the training corpus and
generates rules by a learning algorithm. In the test phase, the system applies rules
learned from the training phase to the test corpus to generate the corresponding sum-
maries; furthermore, the performance is measured.

Kupiec et al. (1995) proposed a trainable summarizer based on Bayes’s rule [13].
For each sentence s, the probability that it belongs to the summary S, given k features
F, is computed. The probability is expressed as Equation 1, where P(Fls€ S) is the
probability that F, appears in a summary sentence, P(s€ S) is the ratio of the number
of summary sentences to the total number of sentences, and P(F) is the probability
that F, appears in the training corpus. All of them can be computed from the training
corpus.

[1.rP(E1ses)Pises) M

IT.7r)

P(SG S|F1,F2,...,Fk):
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The features used in their experiments were “Sentence Length”, “Fixed-Phrase”,
“Paragraph”, “Thematic Word”, and “Uppercase Word”. The results showed that the
best combination of features was paragraph+fixed-phrase+sentence length.

2.3 Text Summarization Using a Text Relationship Map

Salton et al. (1997) introduced the construction of a text relationship map (T.R.M.) to
link similar paragraphs [19]. In the map, each node stands for a paragraph and is rep-
resented by a vector of weighted terms. A link is created between two nodes if the two
corresponding paragraphs have strong relevance. The relevance between two para-
graphs is determined by their similarity which is typically computed as the inner
product between the corresponding vectors. When the similarity between two para-
graphs is larger than a predefined threshold, the link is constructed.

They defined bushiness to measure the significance of a paragraph. The bushiness
of a paragraph is the number of links connecting it to other paragraphs. They also
proposed three heuristic methods to generate a summary: global bushy path, depth-
first path, and segmented bushy path. Since a highly bushy node is linked to many
other nodes (i.e. it has many overlapping vocabularies with others), it is likely to dis-
cuss main topics covered in many other paragraphs.

3 Modified Corpus-Based Approach

In this section, we propose a trainable summarizer. Three new ideas are employed to
improve corpus-based text summarization. First, sentence positions are ranked to em-
phasize the significance of sentence positions; second, word units are reshaped to
achieve higher accuracy of keyword importance; third, the score function is trained by
the genetic algorithm to obtain a suitable combination of feature weights.

For a sentence s, the belief (score) that it belongs to the summary is calculated
given the following features:
f,: Position—Important sentences are usually located at some particular positions. For
example, the first sentence in the first paragraph always introduces main ideas; hence,
it is much more important than other sentences. Additionally, we believe that even for
two sentences in the summary, their positions give rise to a difference in their signifi-
cance. To emphasize the significance of sentence position when creating summaries,
each sentence in the summaries of the training corpus is given a rank ranging from 1
to 5 in our implementation. For a sentence s, this feature-score is defined as Equation
2, where s comes from Position..

Avg. rank of Position; 2
5.0 '

Scoref,(s) = P(s eS| Positioni)x

f»: Positive Keyword—Since words are the basic elements of a sentence, the more
content-bearing keywords a sentence has, the more important it is. For a sentence s,
assume that it contains Keyword,, Keyword,, ..., Keyword,. This feature-score is de-
fined as Equation 3, where c, is the number of Keyword, occurring in s.
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Scores(s) = ch -P(se S| Keyword.) . (€)

k=1,2,...n

[ Negative Keyword—In contrast to f,, negative keywords are those frequent key-
words that are not included in the summary. For a sentence s, assume that it contains
Keyword,, Keyword,, ..., Keyword, This feature-score is defined as Equation 4, where
¢, is the number of Keyword, occurring in s.

Scoren(s)z zck P(se S| Keywordk) . 4

k=1,2,...,n

[, Resemblance to the Title—It is obvious that the title always sums up the theme of a
document. Therefore, the more overlapping keywords a sentence has with the title, the
more important it is. For a sentence s, this feature-score is defined as Equation 5.

3 |keyw0rds ins (| keywords in the title| Q)

Scorer{s)= .
' ( ) |keyw0rds ins U keywords in the title|

fi: Centrality—The centrality of a sentence is its similarity to other sentences, which
is usually measured as the degree of vocabulary overlapping between it and other
sentences. Generally, the sentence with the highest centrality is the centroid of the
document. For a sentence s, this feature-score is defined as Equation 6.

|keyw0rds ins | keywords in other sentences| (6)

Scorefj(s) = .
|keyw0rds ins U keywords in other sentences|

In our implementation, a dictionary is used to identify keywords. The major draw-
back is that it is difficult to find new keywords that are not in the dictionary. To over-
come this shortcoming, word co-occurrence [12] is computed for adjacent Chinese
characters (or keywords) to determine if they can constitute a new keyword. We also
consider these new keywords when computing scores of keyword-based features (i.e.
I [ and f;), to achieve higher accuracy of keyword importance.

For a sentence s, a weighted score function (Equation 7) is defined to integrate all
of the above-mentioned feature scores, where w, indicates the weight of f.

Score(s) = wi - Scorer(s)+ w: - Scores(s)—ws - Scorey (s) (7

+wa- Scorey (s)+ ws- Scores(s)

The genetic algorithm is exploited for obtaining an appropriate score function. The
chromosome is represented as the combination of feature weights such as (w,, w,, w,,
w,, w;). To measure the effectiveness of a genome, we define the fitness as the aver-
age recall obtained with the genome when applied to the training corpus. To perform
the genetic algorithm, we produce 1,000 genomes, evaluate the fitness of each ge-
nome, retain the fittest 10 to mate and reproduce new genomes of the next generation.
In our experiment, we evaluated 100 generations, and obtained the steady combina-
tions of feature weights.

By using the genetic algorithm, a suitable combination of feature weights can be
found. Although we cannot guarantee that the “appropriate” score function will per-

www.manaraa.com



80 J.-Y. Yeh, H.-R. Ke, and W.-P. Yang

form well for the test corpus, we can assert that it will perform well if the genre of the
test corpus is very close to that of the training corpus..

Before selecting sentences to construct a summary, all sentences are ranked ac-
cording to their scores as calculated in Equation 7. A designated number of the top-
scoring sentences are picked to form the summary.

4 LSA-Based T.R.M. Approach

Latent semantic analysis (LSA) is an automatic mathematical technique for extracting
and inferring relations of expected contextual usage of words in passages of discourse
[14]. We apply LSA for deriving latent structures from the document. In the following
sections, the method to derive semantic representations by LSA is presented, and a
novel method to generate the summary according to semantic representations is pro-
posed.

4.1 The Process of LSA-Based T.R.M.

The process shown as Figure 1 consists of four phases: 1) Preprocessing, 2) Semantic
Model Analysis, 3) Text Relationship Map Construction, and 4) Sentence Selection.

Ogiral Docurment
Docurment Surmrmany

Wiard-by-Sentence
Maitrix Conatnuctan
Sentence Serienca
ificati Relaticnshin Glabal Bushy Path I
I?hgua‘ Walue Analysis 7 4
wiard L 1
» |—1—| ]
Hepword- [[i'rsnatul kaniun] Serrantic Redatad Sertence Selmnnl
Ciciatin i
?a:narl:wl;m Sentence Selection
con an
Fraprocessing Taxt Relalionship Map

Semantic Model Analysis Fonstructon

Sermantic Sentence Semartic Text
Regresentations Relationship Map

Fig. 1. Process of our LSA-based T.R.M. approach

Preprocessing delimits each sentence by punctuation such as “ ¢ ”, “ > ”, “?” and
“ 17 It also segments a sentence into keywords with a toolkit, named AutoTag [5].
Semantic Model Analysis represents the input document as a word-by-sentence matrix
and reconstructs a semantic matrix via singular value decomposition (SVD) and di-
mension reduction. Text Relationship Map Construction constructs a text relationship
map based on semantic sentence representations derived from the semantic matrix.
Sentence Selection establishes a global bushy path according to the map and selects
important sentences to compose a summary.
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4.2 Semantic Sentence/Word Representations

Let D be a document, W (IWI=M) be a set of keywords, and S (ISI=N) be a set of the
sentences in D. A word-by-sentence matrix, A, is constructed as follows, where S, in-
dicates a sentence and W, indicates a keyword. In our implementation, only nouns and
verbs are included in the word-by-sentence matrix.

| S S2 e Sy

Wi an an e AIN
A=W: | ax a» --- d2N
Wu | avi am2 -+ amn

In A, a, is defined as Equation 8, where L, is the local weight of W, in S, and G, is
the global weight of W, in D. L, is defined as L, = log(1+ﬁ ), and G, is defined as G,

n;
=1-E, where c, is the frequency of W, occurring in S, n, is the number of words in S,
and E is the normalized entropy of W, [4].

ai = LiXGi . (8)

We then perform a singular value decomposition (SVD) to A. The SVD of A is de-
fined as A=USV", where Uis a M X N matrix of left singular vectors, Sisa NxN
diagonal matrix of singular values, and Visa N xX N matrix of right singular vectors.

Then the process of dimension reduction is applied to S by deleting a few entries in
it, and a new matrix, A’, is reconstructed by multiplying the three component-
matrixes. A’ is defined as Equation 9, where S’ is a semantic space that derives latent
semantic structures from A, U’=[y,’] is a matrix of left singular vectors whose ith
vector u,” represents W, in §”, and V’=[v,’] is a matrix of right singular vectors whose
Jjth vector v’ represents S, in §’.

A=A =USV". 9

In A’, each column denotes the semantic sentence representation, and each row
denotes the semantic word representation.

4.3 Summary Generation

Salton et al. (1997) used a text relationship map to represent the document and then
generated the corresponding summary according to the map [19]. One problem of
their map is the lack of the type or the context of a link. To consider the context of a
link, we combine the map and the above-mentioned semantic sentence representations
to promote text summarization from keyword-level analysis to semantic-level analy-
sis.

In our paper, a sentence S, is represented by the corresponding semantic sentence
representation mentioned in Section 4.2 instead of the original keyword-frequency
vectors. The similarity between a pair of sentences S, and S, is evaluated to see if they
are semantically related. The similarity is defined as Equation 10. The significance of
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a sentence is measured by counting the number of links that it has. A global bushy
path [19] is established by arranging the n bushiest sentences in the order that they
appear in the original document. Finally, a designated number of sentences are se-
lected from the global bushy path to generate a summary.

sinf5,5)= 25 (10)
Si[S;

5 Evaluation

In this section, we report our preliminary experimental results.

5.1 Data Corpus
We collected 100 articles on politics from the New Taiwan Weekly [20] and parti-
tioned the collection into five sub-collections, named Ser I, Set 2, ..., Set 5 respec-

tively. Table 1 shows the statistical information of the data corpus.

Table 1. Statistical information of the data corpus

Document Statistics Setl | Set2 | Set3 | Set4 | Set$5
Documents per collection 20 20 20 20 20
Sentences per document 27.5 24.8 26.7 31.5 26.4
Sentences per manual summary 8.8 8.0 8.5 9.8 8.4
Manual compression ratio per document 32% 32% 32% 31% 32%

5.2 Evaluation Methods

We used recall and precision to judge the coverage of both the manual and machine-
generated summaries. Assuming that 7 is the manual summary and S is the machine-
generated summary, the measurements are defined as follows:
|sN1| Recall - |sN1|
3y d
Since we set the length of the machine-generated summary to the length of the
manual summary (i.e. compression ratio is about 30%), the values of precision and
recall were the same; therefore, in the following, only recalls are listed.

Precision =

5.3 Modified Corpus-Based Approach

In this experiment, we measured the performance of our first approach in the way
called K. Cross-Validation [9]. In each step, one collection is chosen as the test cor-
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pus, and the other collections are the training corpus. To compare the performance of
the original corpus-based approach and ours, each feature weight was set to be 1. Ta-
ble 2 shows the performance of our approach.

Table 3 shows the effect of different features. (O. means Original and M. means
Modified.) The result shows that for any two sentences, their significance differs be-
cause of their positions. It also shows that reshaping word units may achieve higher
accuracy of keyword importance. In addition, the best combination of features for our
modified approach was Position+Positive Keyword+Resemblance to the Ti-
tle+Centrality; that is, without the “Negative Keyword” feature. Table 4 shows the
performance when “Negative Keyword” is not considered. It can be seen that Modi-
fied outperforms Original by about 5.5% on average.

Table 5 lists the feature weights obtained by the genetic algorithm (GA). This table
also lists the performance when the feature weights are applied to the training corpus.
Table 6 shows the performance when the feature weights in Table 5 are applied to the
test corpus (i.e. Modified+GA). It can be seen that Modified+GA outperforms Modi-
fied by about 7.4% on average. This illustrates the benefit of employing the genetic
algorithm in training. The main advantage is to provide a preliminary analysis of the
corpus and provide a means to fine tune the score function.

Table 2. Performance comparison of Original vs. Modified (All features considered)

Set 1 Set 2 Set 3 Set 4 Set 5 Avg.
Original 0.2746 0.3700 0.2769 0.2633 0.2419 0.2853
Modified 0.2684 0.3772 0.2841 0.2574 0.2478 0.2870
Improvement -2.3% 1.9% 2.6% -2.2% 2.4% 0.6%

Table 3. Influence of each feature of Original vs. Modified

i s f F, Js
0. M. 0. M. 0. M. 0. M. 0. M.
Setl| 044 | 048 | 046 | 048 | 020 | 0.19 | 043 | 044 | 045 | 048
Set2| 046 | 049 | 036 | 039 | 030 | 028 | 042 | 045 | 039 | 040
Set3| 046 | 048 | 044 | 042 | 023 | 020 | 036 | 037 | 047 | 052
Set4| 048 | 050 | 049 | 050 | 0.17 | 0.18 | 046 | 046 | 048 | 0.50
Set5| 043 | 046 | 054 | 054 | 0.17 | 0.18 | 038 | 039 | 050 | 0.52
Avg. | 0.45 048 | 046 | 047 | 0.21 0.21 0.41 042 | 046 | 048

Table 4. Performance comparison of Original vs. Modified (Minus Negative Keyword")

Set 1 Set 2 Set 3 Set 4 Set 5 Avg.
Original 0.4647 0.3799 0.4191 0.5142 0.5149 0.4586
Modified 0.4906 0.4028 0.4491 0.5348 0.5410 0.4837
Improvement 5.6% 6.0% 4.7% 4.0% 5.1% 5.5%
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Table 5. Feature weights obtained by the genetic algorithm (Minus “Negative Keyword")

J F, [, F. Fitness (Recall)
Combination 1 0.926 0.013 0.000 0.359 0.002 0.7841
Combination 2 0.867 0.013 0.000 0.689 0.011 0.7875
Combination 3 0.996 0.013 0.000 0.401 0.025 0.7674
Combination 4 0.981 0.021 0.000 0.527 0.004 0.7782
Combination 5 0.875 0.012 0.000 0.581 0.022 0.7746

Table 6. Performance comparison of Modified vs. Modified+GA

Set 1 Set 2 Set 3 Set 4 Set 5 Avg.
Modified 0.4906 0.4028 0.4491 0.5348 0.5410 0.4837
Modified+GA 0.5556 0.4790 0.4604 0.5376 0.5655 0.5196
Improvement 13.2% 18.9% 2.5% 0.5% 4.5% 7.4%

5.4 LSA-Based T.R.M. Approach

In this experiment, the feasibility of applying LSA to text summarization was evalu-
ated. For different test corpuses, the dimension reduction ratios differ; for example,
the best ratio for Ser [ is 0.65 (i.e. if the rank of the singular value matrix is n, then
only 0.65n is kept for semantic matrix reconstruction). The average ratio is about
0.64. Table 7 shows the performance of our approach. On average, LSA-based T.R.M.
outperforms Keyword-based T.R.M. [19] by about 12.9%. To sum up, with the best
reduction ratio (see Table 8 for the impact of different ratios), LSA can be used to
promote text summarization from keyword-level analysis to semantic-level analysis.

Table 7. Performance comparison of Keyword-based T.R.M. vs. LSA-based T.R.M.

LSA-based T.R.M. Keyword-based T.R.M. Improvement
Set 1 0.4616 (ratio = 0.65) 0.3425 34.8%
Set 2 0.4005 (ratio = 0.45) 0.3817 4.5%
Set 3 0.4567 (ratio = 0.80) 0.4469 2.2%
Set 4 0.4657 (ratio = 0.65) 0.4276 9.6%
Set 5 0.4943 (ratio = 0.65) 0.4201 17.7%
Avg. 0.4558 (ratio = 0.64) 0.4038 12.9%
Table 8. Influence of different dimension reduction ratios
Ratio | 0.10 0.20 0.30 0.40 0.50 0.60 0.70 0.80 0.90
Set1 | 0323 | 0.314 | 0.334 | 0.391 0.403 | 0.424 | 0.432 | 0427 | 0.378
Set2 | 0296 | 0.321 0.318 | 0.384 | 0.380 | 0.344 | 0.359 | 0.374 | 0.309
Set3 | 0369 | 0.360 | 0.366 | 0.412 | 0.399 | 0.431 0.451 0.455 | 0.431
Set4 | 0290 | 0.381 0.410 | 0402 | 0.417 | 0431 0.434 | 0.379 | 0.392
Set5 | 0353 | 0.381 0.404 | 0444 | 0.486 | 0474 | 0450 | 0.479 | 0.380

Comparing our two proposed approaches, the performance of our LSA-based
T.R.M. approach is very close to that of our corpus-based approach (Tables 6 and 7).
The main advantage of the LSA-based approach over the modified corpus-based ap-
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proach is that it involves a single document, and hence needs no preprocessing and is
easy to implement.

The effect of LSA on text summarization is illustrated with an example. The
precedent ' means that the following sentence belongs to the manual summary, the
precedent * means a summary sentence created by Keyword-based T.R.M., and prece-
dent ° means a summary sentence created by LSA-based T.R.M. Table 9 shows text
relationship maps created by Keyword-based T.R.M. and LSA-based T.R.M. respec-
tively.

Topic
itfER T NG CEHBAE B It R

Content

<PISI>Z HIUH— K FHT B HTE - BT NG SO S R LR B EA T
HIRAEBIEH EREE  '<PIS2>{EHIZE Al - RN ZS B T W s B3R T EYSE 2
Fi o (B2 B AR T IRRAYIE F -

HP2SI>EFE LK » BB RHIRATEE R A BB HEREN - §CE FIE S
BERHERRIEREES » MR - (R IHPCEE ANEEE - <P2S2>HATE
HHNERERE - BEIEENSFFRER - i BRI VNG RIS -

<P3SI>FHL NESEGLG - B 2B —F ) RIS - " <P3S2>FRERTHEM A%
BAUIPAK - 312 TBIRE AL ) AEE RS REE  fERRIEHNIE - ERBEE T A0
Wiz - S ATEEEE L - R TAVRREE T 9G8R T\ T EERekTEE , -

<PASI>#E 2K - RIILEISIETTLARATGHZE ERETE bRl &S - fRIErriEn "
o ABHETRECEE TR SNIZE - FOE /T A EEETEIER - YEEAIERAE BT
FEPIRGERISSTT - FAE5 IR TAEEN " AT L EE e R, -

'<P5S 1>/ N G AR H G BRI R - R BRI RS S N

ARG =(ETTHEE - '<P5S2>HE - BEHBEHIHIE AEM EE  BB—RHER R 8
[P HESR =(EITEHE - W SR G- CELE - WS g A E=AME L

<P6SI>ER » G A BT RFIRT - BEFARER A ATRE NG - s
FEBEAKEE - THERFHIRAE A TSR CIRE - "<PoS2>REBITRAVEF B -  F
FHEISBERFF—BAE  GETRIRERT - <POSI>IOEEE KR % - 8
B EEENHEZEE RN SRlESEEEE -

V<PTSIS{ERGBEBEEIETII S E RS T TFZ8% @SBRI B LSRR
RS B HVEIR » AR LIRAIHEEE T W IERE - <PTS2>TREEFREIEF - G308
HWAESFMURS PRy 0 - T ETRRE ARERIRETR TR » FRIVIRIRAVEFEER -

<PS8SI>EIE I » EAEENANEE » GCHER T2 N HEENE (B R RH%ES - <P8
S2>MEE G R EHPIRREERE - G _OOOFE=HA -+ H MR TiEEss e
AT EREAE NG - (HEE SR FEEEARNEIZT - @ B AR R L R -

'<POSI>EHEHEIN S - EHE AR —EREE CERIVEH - <PIS>FHEEHEZINEFER
HIZEH » ZEWE O AR RS (ERRY -

In this example, LSA-based T.R.M. had a recall of 67% and Keyword-based
T.R.M. a recall of 50%. P3S2 and P4S1, two semantically similar sentences, are used
here to demonstrate the superiority of LSA-based T.R.M.. The similarity of the two
sentences computed by Keyword-based T.R.M. was 0.0831 since only a few keywords
VT HEE”, “£87, “EE”, and “t93 ") overlap. However, their similarity
computed by LSA-based T.R.M. was 0.8604. This explains why LSA can derive more
precise semantic meanings from a text.
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Table 9. Text relationship maps created by LSA-based T.R.M. and Keyword-based T.R.M.

LSA-based T.R.M. Keyword-based T.R.M.
Connected Sentences Link Connected Sentences Link

P1S1 |[P2S1, P5S2, P6S2, P7S1 4 P1S1, P2S1, P4S1, P5S1, P6S2, P7S1 6
P1S2 [P2S1, P3S2, P7S1, P7S2 4 |P1S1, P2S1, P2S2, P7S1, P7S2 5
P2S1 [P1S1, P1S2, P2S2, P3S2, P4S1, 7 P1S1, P1S2, P2S2, P5S2, P6S1 5

P5S2, P6S1
P2S2 |P2S1 1 P1S2, P2S1, P6SI 3
P3S1 [P3S2 1 P3S2 1
P3S2 [P1S1, P2S1, P3S1, P4S1, P5S1, 7 P3S1, P4S1, P5S2

P5S2, P9S2
P4S1 [P2S1, P3S2, P5S2, P6S3 4 |P3S2, P6S3 2
P5S1 [P3S2, P5S2, P7S1 3 P1S1, P5S2, P7S1 3
P5S2 |P1S1, P2S1, P3S2, P4S1, P5S1 5 P1S1, P2S1, P3S2, P5S1 4
P6S1 [P2S1, P8S2 2 |P2s1, P2S2, P8S2 3
P6S2 [PIS1 1 P1S1, P6S3, P7S1, P7S2 4
P6S3 [P4S1, P7S1 2 P4S1, P6S2 2
P7S1 |P1S1, P1S2, P5S1, P6S3, P8S2, 6 |P1S1, P1S2, P5S1, P6S2, P8S2, P9S2 6

P9S2
P7S2 |P1S2 1 P1S2, P6S2 2
P8S1 [P9S1 1 POS1 1
P8S2 |P6S1, P7SI 2 |[P6s1, P7S1 2
P9S1 [P8SI 1 P8S1 1
P9S2 [P3S2, P7S1 2 P7S1 1

6 Conclusion and Future Work

In this paper, we proposed two text summarization approaches: the Modified Corpus-
based Approach and the LSA-based T.R.M. Approach. Three new ideas are introduced
in the first approach: 1) to employ ranked position to emphasize the significance of
sentence position, 2) to reshape word units to achieve higher accuracy of keyword
importance, and 3) to train the score function (using the genetic algorithm) to take the
properties of the data corpus into account. The second approach uses latent semantic
analysis (LSA) to derive the semantic matrix of a document, and uses semantic sen-
tence representations to construct a semantic text relationship map. The two novel ap-
proaches were measured on a data corpus composed of 100 political articles, and
when the compression was 30%, average recalls of 52.0% and 45.6% were achieved
respectively.

In future, we plan to study how to construct a knowledge model, such as word
chains [3], via semantic word representations. In this manner, we expect to propose
more useful methods to promote traditional text summarization from keyword-level
analysis to semantic-level analysis.
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Abstract. In this paper, we present a linear text classification algorithm called
CRF. By using category relevance factors, CRF computes the feature vectors of
training documents belonging to the same category. Based on these feature
vectors, CRF induces the profile vector of each category. For new unlabelled
documents, CRF adopts a modified cosine measure to obtain similarities be-
tween these documents and categories and assigns them to categories that have
the biggest similarity scores. In CRF, it is profile vectors not vectors of all
training documents that join in computing the similarities between documents
and categories. We evaluated our algorithm on a subset of Reuters-21578 and
20_newsgroups text collections and compared it against k~-NN and SVM. Ex-
perimental results show that CRF outperforms k-NN and is competitive with
SVM.

1 Introduction

In recent years we have seen an exponential growth in the volume of text documents
available on the Internet. These Web documents contain rich textual information, but
they are so numerous that users find it difficult to obtain useful information from
them. This has led to a great deal of interest in developing efficient approaches to or-
ganizing these huge resources and assist users in searching the Web. Automatic text
classification, which is the task of assigning natural language texts to predefined cate-
gories based on their content, is an important research field that can help both in or-
ganizing and in finding information in these resources.

Text classification presents many unique challenges and difficulties due to the
large number of training cases and features present in the data set. This has led to the
development of a number of text classification algorithms, which address these chal-
lenges to different degrees. These algorithms include k-NN [1], Naive Bayes [2], de-
cision tree [3], neural network [4], SVM [5], and Linear Least Squares Fit [6].

In this paper, we present a new linear text classification algorithm based on cate-
gory relevance factors, which represent the discriminating power of features to cate-
gories. This algorithm is also called CRF algorithm. For each category, CRF algo-
rithm first computes all category relevance factors of this category, and then uses

E.-P. Lim et al. (Eds.): ICADL 2002, LNCS 2555, pp. 88-98, 2002.
© Springer-Verlag Berlin Heidelberg 2002
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these factors to obtain feature vectors of training documents belonging to this cate-
gory. Based on these feature vectors, the algorithm induces the profile vector of each
category, which is the summary of a category. For new unlabelled documents, this al-
gorithm adopts a modified cosine measure to obtain the similarities of these docu-
ments to categories and assigns them to categories that have the biggest similarity
scores. Experiments presented in Section 5.3 show that it outperforms k-NN and is
competitive with SVM.

The remainder of the paper is organized as follows. Section 2 describes k-NN and
SVM, which are state of the art of classification algorithms. Section 3 describes cate-
gory relevance factors and profile vectors of categories. Section 4 presents the CRF
algorithm in detail. Section 5 experimentally evaluates the CRF algorithm on some
text collections. Section 6 summarizes the paper and points out future research.

2 State-of-the-Art Text Classification Algorithms

In the following sections, we briefly describe k nearest neighbor and support vector
machines used in our study. These two methods have the best classification perform-
ance among current methods according to [7, 8, 9].

2.1 K Nearest Neighbor

K nearest neighbor (k-NN) classification is an instance-based learning algorithm that
has been applied to text classification since the early days of research [1, 10, 11]. In
this classification paradigm, the new unlabelled document d is assigned to the cate-
gory c, if ¢, has the biggest similarity score to d among all categories. The similarity
score of documents d to a category c, is computed as:

s(d,c;)= Y sim(d.d,)yd,.c,) - )

d;ek—-NN

sim(d, d) is the similarity between the document d and the training document d; d,
€ k-NN stands for that d, is one of the k nearest neighbors to d in the light of the
function sim(); y(d, c) € {0,1} is the classification for document d, with respect to
category ¢; (y(d, c¢) =1 for YES, and y(d, c¢) = 0 for NO). Finally, based on these
similarity calculated from formula (1), the category of document is assigned by (2),
where c,, ..., ¢, are the predefined categories.

m

AAAAA m

arg ;zrllax (s(d,cj ) )

For k-NN, we adopt #f*idf as feature weight scheme and use vector-space model
[12] to stand for documents. The similarity of two documents is measured by cosine
similarity instead of Euclidean distance. Given two documents d, and d,, their corre-
sponding weighted feature vectors are V, = (w,,, ..., w,) and V, = (w,,, ..., w, ). The
similarity between d, and d, is defined as:
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n
Y ow, X w,y,
Li 2i

VI .VZ i=1

VWL s 5
i=1 i=1

sim (d,,d,) =cos(V,,V,) =

3

2.2 Support Vector Machines

Support vector machines (SVM) is a relatively new learning method initially intro-
duced by Vapnik in 1995 for two-class pattern recognition problems using the Struc-
tural Risk Minimization principle [13]. Given a training set containing two kinds of
data (one for positive examples, the other for negative examples), which is linearly
separable in vector space, this method finds the decision hyper-plane that best sepa-
rated positive and negative data points in the training set. The problem searching the
best decision hyper-plane can be solved using quadratic programming techniques
[14]. SVM can also extend its applicability to linearly non-separable data sets by ei-
ther adopting soft margin hyper-planes, or by mapping the original data vectors into a
higher dimensional space in which the data points are linearly separable.

Of course, SVM is suitable not only for two-class classification but also for m-class
classification, where m is more than two. For m-class classification, a simple and
natural way is to use m hyper-planes generated by SVM, each of these hyper-planes is
a decision rule for one category. Given C = {c,, ..., ¢, }, CS = {cs,, ..., cs, }, where cs,
stands for a set of training documents belonging to c.. For ¢, € C, we set positive set c,
"= ¢s, and negative set ¢, = U cs, (j #10). Using ¢, “and ¢, as input, we can generate a
decision rule R, for ¢, by SVM. For all categories, we obtain mrulesR, R,, ..., R .

m

3 Profile Vectors Based on Category Relevance Factors

The essential problem of text classification is how to find profiles representing the
predefined categories. In k-NN, all training documents belonging to a category are
used to describe the category, and we predict the categories of new documents using
the whole training set. In SVM, we find a hyper-plane for each category, and utilize
these hyper-planes for deciding categories that new documents belong to. Although
k-NN does not need the learning classifier phrase, it involves too much calculation
due to utilizing all training documents in classifying new documents. Classifying new
documents is easy to SVM classifier, but learning classifier phrase, which aims at
finding hyper-planes, is hard and time-consuming. In this section, we propose a sim-
ple and efficient method for inducing category profiles based on category relevance
factors.

3.1 Category Relevance Factor

Category relevance factor (CRF) stands for the discriminating power of features to
categories. With no loss of generality, we suppose that C = {c, ..., ¢, } represents the
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set of predefined categories, CS = {cs,, ..., c¢s,} represents the set of training docu-
ment sets, and F' = {f, ..., f,} represents the feature set selected from all training
documents. The category relevance factor of f; to ¢, is defined as:

i*Tj i’

Dl<eetu{log =—1} |- X’=0
m

XYy
CRF (f.,c,)=Rlog| ——— |---ooeeeiii X'#20NnX #0
(fine;) g(X’/Y’)

i‘csi @
¢ <} Uf-logH—} |- X =0
m

irCji)

lcs/ is the number of documents belonging to ¢;; X is the number of documents that
contain feature f; and belong to category c;; Y is the number of documents that belong
to category c¢;; X “is the number of documents that contain feature f; and don’t belong

to category c; Y “is the number of documents that don’t belong to category c,. The
definition of category relevance factor is derived from TERMREL representing “term
relevance factor”. In information retrieval, the product of #f (term frequency) and
TERMREL is the theoretically optimal feature weight scheme [15], and experimental
evidence [16] confirms it. The main difference between CRF and TERMREL is that
the values of CRF are always limited while the values of TERMREL may be infinite.

The bigger the value of CRF of a feature to a category, the higher is the discrimi-
nating power of the feature with respect to the category. If feature f; only occurs in
training documents belonging to ¢, we deem that f; possesses the highest ability for
discriminating ¢; and should be ass1gned the biggest value. On the contrary, if feature
Jf; doesn’t occur in any training documents belonging to ¢, we may consider that f;
plays no role or a negative role in discriminating ¢, and should be assigned the small-
est value. It is obvious that the definition of CRF is rational and corresponds to the
theory of statistics.

3.2 Profile Vectors

For category ¢, we can obtain n category relevance factors in terms of n features.
These n category relevance factors constitute a vector (CRF(f,, c), CRF(f,, c),...,
CRE(f,, c)), which is called category relevance factor vector of ¢, and is abbreviated to
CRF. CRF is also written as (crf,, crf,, ..., crf,), where crf, is the abbreviation of
CRF (> ).

For trammg document d belonging to c, the feature vector V of d is written as V =

(v}, V,, ..., v,), where v, is obtained as follows:
v, =tf(d)xcrf;,1<i<n . )

1f(d) can be obtained by formula (6), where TF(f, d) is the number of times that
feature f; occurs in document d.
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TF (f,,d) (6)

i (d)=05+0.5x%
max{ TF (f,,d),TF (f,,d),... TF (f,,d)}

The idea behind the profile vector based on category relevance factor is very sim-
ple. The profile vector of a category is just a vector that integrates all feature vectors
of documents belonging to the category. Given category ¢, and cs, = {V | V is the
feature vector of a training document and the category of the training document is ¢},
the category profile P, of c, is defined as formula (7), where lcs| is the number of
documents that belong to ¢, Formula (7) is nothing more than the vector obtained by
averaging the weights of the various features present in the documents belonging to c..

1oy )

=
‘csi

Vecs;

4 CREF Algorithm

The idea behind the CRF algorithm is very simple. For each category, we first com-
pute its category relevance factor vector according to formula (4); then we compute
the feature vectors of training documents belonging to the category in terms of for-
mulas (5) and (6); last we obtain the category profile vector of the category in the
light of formula (7). The category of a new document d is determined by the similari-
ties between d and these category profile vectors. We assign d to the category with the
highest similarity score.

There are two problems for CRF algorithm. One is how to compute the feature
vector of a new document d. The other is how to measure the similarity. The first
problem results from the lack of knowledge of the exact category of d -- we need pre-
dict it. Formula (5) is used to compute the feature vectors mentioned in section 3.2
using the training documents, whose categories are known in advance. Therefore, it
cannot be applied to compute the feature vectors of unlabelled documents directly. To
solve the first problem, we adopt a technique called supposition-test. Given C = {c,,
e}, P={P, ..., P} (P is the category profile of c,), and a new document d, sup-

position-test method first assumes that d belongs to ¢, (¢, € C ) and computes the fea-
ture vector V, of d according to formula (5); then it computes the similarity score
s_score, of V, and category profile P.. For all categories in C, we can obtain s_score,,
s_score,, ..., and s_score, . If s_score, is the biggest one among the m similarity
scores, d is classified as category c,.

The second problem is caused by the negative elements contained in the feature
vector. Because the product of two negatives is positive, we may get an incorrect re-
sult if we adopt cosine (formula (3)) for computing similarity. For example, given
three feature vectors V, = (1, -2, 1), V, = (0, -3, 0), V, = (1, 0, 1), the similarity of V,
and V, is 0.816 and the similarity of V, and V, is 0.577 according formula (3), which
means that V, is more similar to V, than V.. It is obvious that V, is closer to V, than V,
because positive numbers stand for more discriminating power than negatives as
mentioned in section 3.1. Therefore, we modify formula (3) as follows.
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Given V, = (v, v, ..., v,,) and V, = (v,,, v,,, ..., v,), V, represents document d, and
V, represents d,, d, and d, belong to category c, the category relevance factor vector of
cis CRF, = (crf,, crf,, ..., crf,). The similarity of d, and d, is defined as:

n
2 sign (crf )X v, XVv,,

s _score (d,,d,) =" ' 8
1/2 V12i 1/2 szi
i=1 i=1
sign() is defined as:
1 ....... X > O
sign (_x) = O ....... X = (9)
-1 x <0

Given P, = (., P, ---» P, ) and V, = (v,,, v,,, ..., v,)), where P _is the profile vector
of ¢ and V, is the feature vector of d, belonging to c. Similar to formula (8) that cal-
culates the similarity of two document, the similarity of d, and c is defined as:

2 sign (crf )X v, X p,

s _score (d,,P.) = =
A2 Vi 2 P
i=1 i=1

The CRF algorithm has two parts: the phase for learning classifiers and the phase
for classifying new documents. For the sake of description, we label the former
CRF _Training and the latter CRF_Classifying.

(10)

CRF _Training:

Input: training documents set D = U D, 1<i <m, D, = {document d | d belongs to

category c, }; feature set F = {f, f,, ..., f.}.

Output: category relevance factor vectors set CRF = {CRF,, CRF,, ..., CRF }, P =

{P,,P, ..., P}, where CRF, = (crf,, crf,, ..., crf,) represents the category rele-

vance factor vector of category c;; P, represents the category profile of c..

Stepl. Set CRF = O, P = .

Step2. For each c,, compute the number of documents belonging to c,. We label the

number sum, and the number of all training documents SUM. SUM = %, sum, 1< i

<m.

Step3. For each f, compute the number of documents that contain feature f; and

belong to ¢, T